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1 Introduction

Artificial Intelligence (AI) is reshaping almost every aspect of our social lives. Many of its far-ranging

consequences are poorly understood and understudied. Its potential impacts on politics are no ex-

ception. There are myriad ways in which AI can change both autocracies and democracies. Although

there is no conclusive evidence, many commentators suggest that these effects are already visible.

Several works (Zeng (2020), Beraja et al. (2023) and Beraja, Yang, and Yuchtman (2023)) show how AI-

driven surveillance has transformed authoritarian, and especially Chinese, politics. In the meantime,

we are witnessing both high levels of misinformation and disinformation and much greater levels of

polarization in democracies (Feezell, Wagner, and Conroy (2021) and Pew Research Center (2014)).

There is also some suggestive evidence that online platforms are playing a major role in promoting

polarization and the spread of divisive (and often misinforming) content (see, for example, Rathje et al.

(2024) and Nayak et al. (2021)).

This paper is a first attempt to develop a formal model of some of AI’s impacts on democratic

politics. We study the effects of AI-powered business models of online platforms on the polarization

of voters and parties. This choice is motivated by several considerations. An increasing fraction of

the population in democracies receive their news and political information from social media. For

example, 18% of Americans list social media as their main source of political and election information,

while over 50% receive at least some news from social media sources (Pew Research Center (2024), Pew

Research Center (2020), and Associated Press (2024)). The amount of time that people spend on online

platforms for other reasons, including entertainment, shopping and other forms of communication, is

even larger, and the average American is estimated to spend over two to eight hours a day on online dig-

ital platforms (Kemp (2020), Hruska and Maresova (2020), and Statista Research Department (2024a)).

This makes online digital ads one of the most important channels via which politicians reach out to

voters, and in the 2024 US election, 28% of political ads were online (see Statista Research Department

(2024b)).

Social media and the online experience, today, are heavily shaped by complex algorithms that

collect data and enable platforms to guide the information that users receive. In most cases, we also

know that the incentives of online platforms are to maximize engagement from users, collect data

about user types and preferences, and create custom audiences for potential advertisers as a way of

monetizing these data via digital ads.

The information ecosystem created by AI-powered online platforms can impact politics via several

channels. First, social media algorithms can leverage the data that they have about users in order

to decide which information individuals see and who communicates with whom, with potentially

major effects on people’s political attitudes. One potential impact of social media is therefore on voter

beliefs, for example, increasing or reducing political polarization. Voter polarization in turn affects

party platforms. Second, online platforms amplify the ability and incentives of parties to reach out

to specific groups of voters with custom-made messages. This channel also affects both voter and

party polarization. Third, AI tools can create new ways in which non-party actors (such as civil society

organizations or extremist groups) can reach users, and they also provide new means for users to check

the veracity of certain claims and participate in new forms of interactions for democratic debate and
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information exchange. Fourth, AI algorithms can also change internal party dynamics. Finally, AI

can have broader social effects, via the education system or social networks, increasing or reducing

people’s interest in politics or their willingness and ability to engage in activities such as voting and

political debate. In this paper, we focus on the first two channels, because they appear to have been

more important so far (though the importance of the third channel may have grown over time, see

Burton (2023) and Mostagir and Siderius (2024)).

Specifically, in this paper, we build on our previous work in Acemoglu, Ozdaglar, and Siderius

(2024), which considered a model of information exchange on a social media platform that algorith-

mically determines the pattern of information sharing between users, and on Acemoglu, Huttenlocher,

Ozdaglar, and Siderius (2024), which considers a model of digital ad-targeting by an online platform.

These two models, therefore, bracket the two types of interactions that constitute our focus here. The

first, which we refer to as the social media channel, is about how the AI-based news- and content-feeds

affect voter polarization. The second, which we refer to as the digital ads channel, is about the effects

of targeted digital ads. In both cases, we embed these online users in a model of political competition,

comprising two parties that choose their platforms in order to attract voters and potentially buy digital

ads targeting voters. In both cases, AI and digital business models play critical roles in platform incen-

tives. In the former (social media channel which builds on Acemoglu, Ozdaglar, and Siderius (2024)), a

social media platform chooses the content sharing network between users by leveraging AI tools and

with the objective of maximizing engagement so as to boost its digital ad revenues. In the latter (the

digital ads channel, which builds on Acemoglu, Huttenlocher, Ozdaglar, and Siderius (2024)), the social

media platform uses AI tools to target digital ads to voters on behalf of political parties.

More specifically, the key decision in our model of social media is made by the platform about

the structure of interactions between users. Users have a political belief (ideology), which they can

update according to the information they receive. This information is contained in social media posts

(articles), which come with a specific message (left-wing or right-wing) as well as a degree of reliability

(observed perfectly by all players). Users decide whether to share, ignore or dislike a message, and their

main source of utility is from these social media interactions. Users also vote in a two-party election

according to the alignment of their beliefs with the policy positions on offer. Since each individual is

infinitesimal, voting behavior does not generate an incentive to change users’ social media behavior.

As in Acemoglu, Ozdaglar, and Siderius (2024), the payoff structure is such that users like to share

articles, but not if others dislike and tag them as misinformation. This creates a tendency for individ-

uals to share articles that have a message congruent with their beliefs, since they (rationally) judge

those to be less likely to contain misinformation. The key decision in our model is made by the

platform and concerns how the algorithm of the platform shapes the newsfeed and connections of

users (observing the prior beliefs/ideology of users thanks to its AI-powered data crunching of their

past behavior). In one extreme, the platform could choose a complete network, whereby posts by

every user is equally likely to be seen by all other users, or an extreme filter bubble, whereby connec-

tions between users have complete “homophily”, meaning that social media posts are only shared

among people with the same prior beliefs/Ideology. The main result in Acemoglu, Ozdaglar, and

Siderius (2024), which we leverage here, is that when articles have low reliability and the population
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is already polarized, then filter bubbles are more profitable for the platform. A complete network

could in principle generate engagement from a bigger base of users and generate more profits for

the platform, but low-reliability articles presented to people with opposite ideology are likely to be

identified and labeled as misinformation, reducing their circulation and thus the platform’s revenue

from engagement and digital ads. This channel implies that, when the relevant content does not have

very high reliability to start with, social media algorithms increase voter polarization, and especially

the polarization among the most extremist viewers. Given this type of polarization, parties choose

more polarized policy positions, responding to their more extremist base. This is despite the fact that

moderate voters retain identical or nearly-identical political beliefs after their social media experience.

Our result consistent with evidence from Fiorina and Abrams (2008) suggesting that US polarization

was for a long time characterized by a relatively stable, moderate electorate and party positions shifting

towards the extremes.

Our digital ads model extends Acemoglu, Huttenlocher, Ozdaglar, and Siderius (2024) and con-

siders two political parties reaching voters with digital ads, crafted and targeted by AI, on an online

entertainment platform. Users can be naı̈ve or sophisticated, with the key difference that naı̈ve users

are easier to convince with incorrect information, while sophisticated users have the correct model

of the world. The presence of naı̈ve voters increases the profitability of using digital ads for political

purposes. When parties can use such ads, they have a greater ability to sway voters and this weakens

their incentives to moderate their policies. Hence, albeit from a very different channel, this model also

implies that AI and digital ad-based business models cause greater voter and party polarization.

At a high level, therefore, our analysis of both channels indicates that AI-powered platforms act as

a source of polarization among voters, and political parties respond to this by choosing more polar-

ized policy positions (even more so than the voters). The ways in which the two channels work are

quite different, however. The social media channel works via the platform’s ability to manufacture

filter bubbles and makes it more likely that left-leaning (right-leaning) users are exposed to more left-

leaning (right-leaning) content. On the other hand, in the digital ads channel, it is the parties that cater

their messages for groups of voters that are more susceptible to believe the ads they receive and thus

drive polarization. It is this ability to influence susceptible voters that makes digital ads more potent

than other types of advertisement in informational outreach and more attractive to political parties.

The overall result is again weaker incentives for parties to moderate their platforms.

In both cases, the results from the theoretical frameworks on which we are building also indicate

that further competition among platforms does not ameliorate the polarization problem. We examine

how certain regulations influence voter and party polarization in democracies. Specifically, we analyze

the effects of a diversification standard, where platform users are exposed to more counter-attitudinal

content (in the spirit of proposals such as Sunstein (2018)), and assess its potential to limit the creation

of filter bubbles. In the context of digital ads, we study the implications of algorithmic regulations

designed to enhance transparency and reduce the degree of ad targeting. Our analysis suggests that

polarization, both among voters and in equilibrium party positions, responds to changes in digital

awareness/literacy and the persuasiveness of ads.1

1Additionally, digital ad taxes that shift platforms toward a subscription-based model, discussed in detail in Acemoglu,
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Related Literature. Our work is connected to three streams of literature, the first on social media, echo

chambers, and filter bubbles; the second related to advertising in digital and non-digital settings; and

the third about the politics of polarization. Although we build on the emerging empirical evidence in

these areas, our contribution is theoretical and develops novel possible channels from the use of AI

tools in social media and other platforms to voter and political party polarization.

In the context of the first literature, in a randomized-control experiment, Levy (2021) shows that

Facebook’s algorithm selectively chose pro-attitudinal political content to display to users based on

their ideology, creating an endogenous echo chamber, or filter bubble. The negative effects of echo

chambers are explored in an emerging empirical literature (Barberá (2020), Ross Arguedas et al. (2022),

and Flaxman, Goel, and Rao (2016)) and has featured in a few theoretical studies as well (see Golub and

Jackson (2010), Törnberg (2018), Baumann et al. (2020), and Mostagir and Siderius (2023)). Braghieri

et al. (2024) and Molina (2024) study various channels by which social media interactions can lead to

the emergence of echo chambers. Our contribution is distinguished from this literature because we

explore mechanisms that have not yet been analyzed, in particular, the social media channel building

on Acemoglu, Ozdaglar, and Siderius (2024). In this context, our analysis uncovers a novel pathway via

which an AI-powered platform tends to amplify political biases and drives greater division in beliefs.

The second strand of literature studies the role of informational advertising (Butters (1977), Meurer

and Stahl (1994)) and manipulative advertising (Piccolo, Tedeschi, and Ursino (2018), Gupta (2023)),

where our earlier work in Acemoglu, Huttenlocher, Ozdaglar, and Siderius (2024) sits in-between.

Our focus is on targeted (and manipulative) digital advertising in the political domain, where we find

that party competition entices online business models to monetize via digital advertising, which also

induces greater polarization in political beliefs. We refer to this as the digital ads channel, which is

distinct from the social media channel, and is primarily driven by incentives of platforms to leverage

AI for crafting individualized ads targeting users that are most susceptible to such ads. In turn, given

this opportunity, parties pay to advertise to soften competition between each other, but in doing so,

drive greater polarization in beliefs. When there is a single dominant political party, we find that the

platform’s business model gravitates toward subscription instead, and these polarizing forces disap-

pear.

The last strand of literature contains both empirical articles (e.g., Fiorina and Abrams (2008), Mc-

Carty (2007), Barber et al. (2015), Callander and Carbajal (2022)) and a few theoretical works on po-

larization. For example, Dixit and Weibull (2007), Acemoglu, Chernozhukov, and Yildiz (2016), and

Mostagir and Siderius (2022b) explore how Bayesian learning can lead to polarization under certain

circumstances, while Glaeser (2005), Glaeser, Ponzetto, and Shapiro (2005), Acemoglu, Egorov, and

Sonin (2013), and Druckman and Levy (2022) investigate various reasons for parties shifting away

from moderate policies. Berman (2021) discusses the political science literature on the rise of radical

right-wing populism, while Guriev and Papaioannou (2022) survey the broader political economy

literature on populism. Tucker et al. (2018) summarize the literature on the effects of social media

and polarization.

Paper Outline. The remainder of the paper proceeds as follows. Section 2 introduces our model of vot-

Huttenlocher, Ozdaglar, and Siderius (2024), can also limit political polarization, but we do not analyze them in this paper.
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ing and party competition. Section 3 introduces the platform’s incentives and their profit-maximization

problem, both through the social media and digital ads channels. Section 4 studies and extends the

model in Acemoglu, Ozdaglar, and Siderius (2024) and derives the implications for political polariza-

tion of voters and parties, whereas Section 5 examines the impact of targeted digital ads on political

beliefs building on the model of Acemoglu, Huttenlocher, Ozdaglar, and Siderius (2024). We discuss

the effects of various regulations in Section 6, and Section 7 concludes. The Appendix contains the

proofs of the main results stated in the text.

2 Our Model of Voting

We start with our model of politics, which will be common in our explorations of the social media

and digital ads channels. There are two political parties and a continuum of voters that are on online

platforms (with total measure normalized 1), as well as some voters that are completely off-line.

Each online voter i ∈ [0, 1] participates both on an online platform and an election. Voter i holds

prior beliefs bi about a binary, fixed state of the world θ ∈ {L,R} (e.g., whether the left-wing or right-

wing candidate is a better fit for office). The cumulative density function (cdf) of the distribution of

beliefs is denoted by H : [0, 1] → [0, 1] and describes the political leaning of the electorate, which we

assume is symmetric about the median belief of 1/2 and non-degenerate (i.e., has density function h

with h(α) = h(1− α) for all α ∈ (0, 1)).

We now introduce an order that captures the extent of polarization. An electorate described by H̃

is more polarized than an electorate described by H (denoted by H̃ ≻ H) if H̃−1(α) > H−1(α) for all

α ∈ (1/2, 1) and H̃−1(α) < H−1(α) for all α ∈ (0, 1/2), with H̃−1(1/2) = H−1(1/2). In other words, our

order means that H̃ has the same median voter as H but is more spread out to the left and the right.

There are two political parties, P ∈ {L,R}, which strategically choose and commit to positions xL
and xR on the interval [0, 1]. Party payoffs are assumed to take the following form:

UP = 1P · R −
(
x− x̂p

)2
,

where 1P is the indicator function denoting whether party P comes to power, R is a rent/utility from

coming to power, x is the policy that is implemented (by either this party or its rival) and x̂P is party

P ’s ideal point, so that the term − (x− x̂P )
2 corresponds to the disutility of the political party due to

deviation of the actual policy from its ideal point. We assume that x̂L < 1/2 < x̂R = 1− x̂L, so that the

left-wing party is indeed left-wing and the right-wing party is indeed right-wing. Our model of politics

therefore combines ideological differences between parties together with a desire to come to power,

separate from policy considerations.

Agents observe the positions of the two parties (xL, xR), and, as in Quinn, Martin, and Whitford

(1999), voter i casts her vote for party j stochastically with probability

ρj(bi, xL, xR) =
exp(−(bi − xj)

2)

exp(−(bi − xL)2) + exp(−(bi − xR)2)
, (1)

with ρL(bi) + ρR(bi) = 1 for all bi. This “soft-max” is equivalent to agent i voting for her favored party
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j∗, given by j∗ ∈ argminj∈{L,R} |xj − bi| (i.e., picking the candidate closest to her own belief in absolute

value), but trembling with exponential decaying weight in the squared-distance between bi and xj .

This form can be micro-founded by assuming the presence of non-policy valence or idiosyncratic

preference terms that affect the choice of each voter between the two parties as in the probablilistic

voting models (e.g., Coughlin (1992), and Lindbeck and Weibull (1993)). An important implication of

this form is that voters with more extreme policy positions are more likely to vote for their preferred

party than the more moderate voters.

The soft-max in equation (1) implies that candidate j captures a total share of votes from online

voters given by

χj =

∫ 1

0
ρj(bi, xL, xR)h(bi) di.

We model the voting behavior of off-line voters, which are not influenced by any online activity

in our model, in a reduced-form. In particular, we assume that the total votes from this group for

party j is stochastic and is given by ζj ∼ Uniform[0, 1], where the uniform assumption is adopted for

simplicity. This implies that the total votes of party j will be χj + ζj and those of party −j will be

χ−j + ζ−j = 1− χj + 1− ζj . Party j then wins the election and comes to power if

χj + ζj > (1− χj) + (1− ζj).

We consider the game where parties (L, R) choose positions (x∗L, x
∗
R) simultaneously, then online

agents vote for candidates according to ρ and then the random variable ζ is realized.

Given the symmetry ofH around the median, in what follows we focus on the anti-symmetric Nash

equilibrium of this game, where |x∗L − 1/2| = |x∗R − 1/2|, or in words, where the two parties locate and

equi-distant fashion relative to the median. Because uniqueness is not guaranteed, we will also focus

on the extremal anti-symmetric Nash equilibria, whereby among all anti-symmetric Nash equilibria,

we pick the one that has the largest |x∗L − 1/2|. This focus is motivated by our desire to carry out simple

comparative statics.

Baseline. Under the baseline Hotelling model (Hotelling (1929); Downs (1957)), we obtain the standard

Downsian convergence result, where both political parties choose to cater to the median voter’s pref-

erences by setting x∗L = x∗R = 1/2 in the unique equilibrium. One of our key results will be that because

of the effects of AI-powered online business strategies, we will generally have policy differentiation—

x∗L < x∗R. This arises because voters near the poles are less likely to vote for a candidate that has a

platform misaligned with their ideology, driving the parties’ incentives to differentiate themselves (as

opposed to the standard framework, where such forces are muted). Our next result characterizes this

differentiation as a function of the belief distribution H .

Lemma 1.

(i) There exists at least one anti-symmetric Nash equilibrium (x∗L, x
∗
R) with x∗R = 1 − x∗L and every

equilibrium satisfies x∗L <
1
2 < x∗R;
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(ii) There exists a unique extremal anti-symmetric Nash equilibrium (x∗L, x̄
∗
R) with x∗L ≤ x∗L and x̄∗R ≥

x∗R for any anti-symmetric equilibrium pair (x∗L, x
∗
R);

(iii) If H̃ ≻ H , the extremal anti-symmetric Nash equilibrium underH , (x∗L, x̄
∗
R), and under H̃ , (x̃∗L, ˜̄x

∗
R),

satisfy x̃∗L < x∗L and ˜̄x∗R > x̄∗R.2

Lemma 1(i) establishes the existence of an anti-symmetric Nash equilibrium in our voting game

where the two parties distinguish themselves from each other. In all such equilibria, we have x∗L < x∗R
and these policy positions lie on opposite sides of the median voter’s most preferred policy. This is

a consequence of the combination of uncertain election outcomes that depend smoothly on policy

positions (due to probabilistic voting and the presence of stochastic off-line voters) and the differences

in the ideological positions (ideal points) of the two parties. Intuitively, policy convergence whereby

x∗L = x∗R = x for some x could never be an equilibrium. Such a point would deviate from the ideal

point of at least one of the two parties, say party R, and if this party moved towards its ideal point,

this would have a second-order cost in terms of vote shares as derived in (1), but would always have a

first-order gain in terms of moving closer to one’s own ideal point.

While the existence of an anti-symmetric Nash equilibrium is immediate (from a straightforward

application of Brouwer’s fixed point theorem given the continuity of vote shares in (1)), uniqueness

is not guaranteed, because the trade-off—between being close to one’s ideal point and gaining more

votes from (1)—is often non-convex. However, there can only be a finite number of symmetric Nash

equilibria, and hence the existence of an extremal one is also guaranteed, as stated in part (ii).

The comparative static result in part (iii) of the lemma is important for the rest of our analysis. It

states that a more polarized online electorate leads to more polarized policy positions among the two

parties—in the sense that both parties move further away from the median voter’s ideal point. There

are two complementary intuitions for this result. To explain these, first note that we do not know in

general whether x∗L is to the left or to the right of x̂L (and likewise for x∗R relative to x̂R). Suppose first

that it is to its right, meaning that partyL (and symmetrically its rival) are moderating their positions in

order to increase their probability of coming to power. In this scenario, a polarized electorate enables

both parties to move closer to their ideal points, leading to a further polarization of party positions.

Alternately, both parties could already be more polarized than their ideal points in order to strongly

cater to their more extreme voters. In this case, a further polarization of the electorate strengthens this

effect and again intensifies the polarization of party positions. Both of these channels are rooted in

the fact that, as (1) clarifies, extremist voters are more valuable to a party because the soft-max in this

expression has a steeper curvature for these voters. Also notably, both of these channels work even if

only the most extremist voters in the party’s base become more polarized, and this is in fact a common

situation we will see in both the social media and digital ads channels.

2To avoid cumbersome terminology we often refer to “the equilibrium” as the extremal anti-symmetric Nash equilibrium
and denote it by (x∗

L, x
∗
R), avoiding the more notation-intensive (x∗

L, x̄
∗
R), although they refer to identical entities.
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3 Platform Incentives

We next describe the online platform’s profit and choice of business model, which will also apply

to both of our mechanisms explored in the next two sections. For ease of exposition, we take the

perspective of a social media platform, though much of our analysis applies more generally to online

platforms that monetize through subscription and/or digital advertising. We assume that the platform

is revenue-maximizing (meaning that we ignore costs) and its revenues come from digital ads and

potentially subscription income. Namely, the objective of the platform is to maximize

Π = IS +

∫ 1

0
δzi di, (2)

where IS is subscription income (if any) and the second term is total digital ad revenue. Specifically, zi
denotes the number of ads (in expectation) that can be presented to user i and δ is revenue per ad.

Under social media model in the next section, we assume that there is no subscription income, δ is

exogenously given, and zi is proportional to the number of shares of posts that individual i engages in.

Therefore,
∫ 1
0 zi di will be proportional to the total engagement of content on social media, incentiviz-

ing the platform to maximize engagement or shares. Under the digital ads model, the platform will

choose between a subscription-based model where IS > 0 and
∫ 1
0 zi di = 0 or IS = 0 and an ads-based

business model with
∫ 1
0 zi di > 0, or a mixture with both IS > 0 and

∫ 1
0 zi di > 0. In this case, δ will be

optimally chosen by the platform as a function of the willingness of parties to pay for digital ads, and

zi will be related to the expected number of ads individual i will consume as we describe there.

4 Social Media and Content Sharing

We begin by describing our model of social media and content sharing, which is based on a simplified

version of Acemoglu, Ozdaglar, and Siderius (2024). We then present Theorem 3, our main result from

Acemoglu, Ozdaglar, and Siderius (2024), which characterizes the platform’s profit-maximizing shar-

ing network and shows that, when the available social media content has low reliability, this sharing

network takes the form of a filter bubble, where individuals see only articles shared by like-minded

users. We use this characterization to pin down how the electorate’s beliefs shift through the social

media channel, and derive the corresponding impact on political party positions.

4.1 Our Model of Content Sharing

Users hold prior beliefs bi ∈ [0, 1] about θ = R and communicates stochastically with other users on

social media, according to a sharing network P determined algorithmically by the platform. We focus

on “articles” users share over this network with each other.

Each article on social media has a three-dimensional type (r, ν,m) indicating its reliability (r ∈
[0, 1]), veracity (ν ∈ {T ,M}) and message (m ∈ {L,R}). The reliability specifies the likelihood the

article is truthful instead of containing misinformation. If the article is truthful, it is more likely to

argue for the true θ, whereas an article with misinformation simply provides noise about θ. Formally,
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we have that P[m = θ | ν = T ] = p > 1
2 and P[m = θ | ν = M] = 1

2 . Importantly, both the reliability

and the message are publicly observable, but the veracity is not—instead this must be inferred from

the observable characteristics of the article, using Bayes’ rule, which will also depend on agent i’s prior

bi about θ.

Each agent can decide between sharing, ignoring, or disliking a given article. The payoff to ignoring

is 0, whereas the payoff to disliking is equal to ũ1ν=M− c̃, which implies that the agent gets some utility

ũ from calling out misinformation, but must exert some effort c̃ in order to do so (and incurs the cost

regardless of whether the article actually contains misinformation).

There are two sources of utility and costs from sharing content. The first component is network-

independent; agents receive utility that only depends on the nature of the content. Agents get positive

utility, u1ν=T , from sharing truthful content and pay a cost, c1ν=M, for sharing misinformation. Sec-

ond, when they share, their content gets passed onto their neighbors in the sharing network, as deter-

mined by P. For every re-share received, the agent gets an additional marginal utility of κ, whereas for

every dislike received, the agent pays a reputational cost d. The parameter κ can capture the degree of

“sensationalism” of the article, representing the idea that some content is more sensational and thus

generates more social benefit for the sender when it spreads virally.

4.2 Platform Incentives

The platform’s objective is to maximize digital advertisement revenue, as specified in equation (2).

Since δ is fixed in this case, this is equivalent to maximizing
∫ 1
0 zidi, which means maximizing the

circulation of social media content by choosing the sharing network P. We assume that this choice

is without any constraints, meaning that the chosen network could be any element of the set of all

possible stochastic sharing networks over nodes defined by the users on this platform. This is a sim-

plification adopted for transparency and tractability, and the general conclusions are not affected if we

assume that the sharing network is chosen to be a subset of the pre-existing network structure, such

as the exogenous online social network.

4.3 Filter Bubbles

Following the the terminology in Acemoglu, Ozdaglar, and Siderius (2024), a sharing network has

maximal connectivity if it is the complete network. It has maximal homophily if it can be represented

by two islands with within-island link probability ps = 1 and between-island link probability pd = 0.

Here, we first replicate Theorem 3 from Acemoglu, Ozdaglar, and Siderius (2024):

Proposition 4.1. The platform’s profit-maximizing sharing network is determined by a reliability thresh-

old rP ∈ (0, 1) such that:

(i) If r < rP , the platform’s profit-maximizing sharing network has maximal homophily and thus

corresponds to a filter bubble.

(ii) If r > rP , the platform’s profit-maximizing sharing network has maximal connectivity.
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In a nutshell, when the relevant articles have low-reliability in the sense of r < rP (where rP ∈
(0, 1)), the platform’s profit-maximizing sharing network is a filter bubble, whereby the article is recom-

mended only to some set of agents, A′, which made up of agents with the same ideological position and

is consequently fully disconnected from the set of other agents, A′′. When r > rP , the platform chooses

the complete network. The intuition, as already hinted in Section 1, is that with low-reliability articles,

the platform is worried about agents with different priors/political views calling out misinformation

and thus slowing down or preventing the viral spread of articles, which is costly for the platform

because it reduces engagement. One other noteworthy feature of this theorem is that it makes it

natural for us to focus on extreme filter bubbles and complete networks, as the two types of sharing

network structures that the profit-maximizing platform will choose.

In what follows, we focus on the case where r < rP and also assume that the benchmark for

comparison without AI is the complete network, since without AI and extensive data collection about

users, the platform could not ensure that an article is only seen by those who have similar views to

those it advocates. Moreover, to deliver our insights in the most transparent manner, we consider two

articles (r1, ν1,m1) and (r2, ν2,m2), and suppose that r1 = r2 = r and m1 = L but m2 = R.3

We next show that the reliability parameter r both determines the size and nature of the filter

bubble and acts as a proxy for the quantity of misinformation in circulation on social media (with

higher reliability indicating less pervasive misinformation).

Proposition 4.2. Suppose r < rP . As r decreases further, the size (and the ideological homogeneity) of

the filter bubble also decreases. As r → 0, only the online voters with the most extreme views aligned with

the article are included in the filter bubble.

The proof and the main idea of this proposition rely on Proposition 4.1. As we have seen, when

content is not too reliable (r < rP ), the profit-maximizing sharing network P∗ induces an extreme

filter bubble, sharing a given article only within an ideologically-aligned community. Note, however,

that even within this regime, the value of r determines the size of the filter-bubble. When r ≈ rP ,

then the filter bubble is in fact quite similar to the complete network and includes a large fraction of

all users. But as r declines further, the filter bubble gets smaller and more extreme, and in the limit, it

includes a tiny and very extremist fraction of the population. What this implies, in particular, is that

for sufficiently low r, moderate voters are not part of the filter bubble. This result, which is new relative

to Acemoglu, Ozdaglar, and Siderius (2024), and is proved in the Appendix.

4.4 Polarization of the (Online) Electorate

Once agents receive articles (regardless of the sharing network P), they update their priors bi according

to Bayes’ rule to form posterior beliefs b̂i about θ depending on the message of the article they observe.

3The case where r1 ̸= r2 will lead to fundamentally similar insights, but the distribution of beliefs after the articles
are recommended, H̃, will depend on the difference between r1 and r2. Since we are interested in the role AI plays in its
recommendation algorithm, we simplify along this dimension and focus on articles that have similar likelihood to contain
misinformation. Likewise, the case of m1 = m2 = R or m1 = m2 = L is less interesting because one political party is
“handicapped” by a lack of information it can push on the platform. If parties produced articles themselves, this would
naturally ensure that m1 = L and m2 = R.
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Importantly, we assume agents do not update their beliefs about θ for articles that may be hidden

from them.4 Political parties then choose their positions (x̃∗L, x̃
∗
R), given the distribution of b̂i’s in the

population, denoted by H̃ . We say that H̃ is more polarized than an alternative H ′ according to the

polarization definition above, and denote the distribution of beliefs under a filter bubble by H̃FB and

under the complete network by H̃C .

We also define (x̃FB
L , x̃FB

R ) as the party positions under a filter bubble, and (x̃CL , x̃
C
R) as party po-

sitions under a complete network. We say that parties are more polarized under filter bubbles if

x̃FB
L < x̃CL and x̃FB

R > x̃CR. Existence and uniqueness of the extremal anti-symmetric equilibrium is

guaranteed by Lemma 1 in Section 2.

Our next result establishes the impact of filter bubbles on voter polarization. We refer to the individ-

uals who are at the median among the left-leaning and the right-leaning voters, respectively (those that

the midpoints between 0 and 1/2, and between 1/2 and 1, or mathematically, H̃−1(1/4) and H̃−1(3/4))

as the left median and the right median.

Proposition 4.3. There exist 0 < r1 < r2 < rP < 1 such that an article with reliability r ∈ (r1, r2) leads

to voter polarization in the sense that H̃FB ≻ H̃C , but the left and the right medians remain identical

under both belief distributions, i.e., H̃−1
FB(1/4) = H̃−1

C (1/4) and H̃−1
FB(3/4) = H̃−1

C (3/4).

This is a critical result for our analysis. It establishes not only the presence of filter bubbles, but

it also indicates that with sufficiently low reliability (r < r2), social media content has no impact

on moderate voters, including those between the left (respectively the right) median and the overall

median at 1/2. The intuition is given by Proposition 4.2. When r < r2, the profit-maximizing filter

bubble on the left does not include the 25th quantile of the belief distribution, and thus only the beliefs

of voters that are more extreme than this could be impacted by social media content. Put simply, low-

reliability content on social media affects only extremist voters, and not moderate ones. This finding

is congruent with claims made in Fiorina and Abrams (2008), who have argued that the moderate

electorate did not become more polarized, and US political polarization was driven by parties. Our

theory suggests that this pattern may be the result of the polarization by extreme voters, to which

party positions responded. This story is also in-line with the work of Guess, Nyhan, and Reifler (2020)

and Lazer et al. (2018), who argue that most of the misinformation in the American media diet came

from a small percentage of social media users who were the most extreme on both sides of the political

spectrum. To this result, we also add the possibility that AI-powered filter bubbles are making this

polarization of the extremes even more intensive. The intuition in our case is exactly the same: while

H̃FB is more polarized than H̃C , the additional polarization is accounted for the most extremist social

media participants.

It is also interesting to see why similar dynamics do not transpire under complete networks. In this

case, all agents will see both articles, which have the same reliability but argue for opposite perspec-

tives. In consequence, their overall effects will cancel each other and the posterior belief distribution

H̃ will continue to coincide with the prior distribution H , exhibiting no voter polarization. In more

general settings, left-leaning and right-leaning articles may have different credibilities, and it is natural

4Appendix C in Acemoglu, Ozdaglar, and Siderius (2024) provides a microfoundation for this feature.
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to assume that the right-leaning articles will have greater credibility when θ = R and vice versa. If so,

then with a complete network, people will update their priors and posterior distribution will shift in

the direction of the truth.

4.5 Polarization of Parties

Using Lemma 1, we can establish the following consequence of Proposition 4.3.

Corollary 4.1. An article with reliability r ∈ (r1, r2) induces parties to become more extreme in equilib-

rium, i.e., x̃FB
L < x∗L and x̃FB

R > x∗R.

When the reliability of social media content is not too low, then the most extreme right-wing agents

will update their priors bi to more extreme posteriors b̂i > bi after seeing message m2 = R. Likewise,

the most extreme left-wing agents will update their priors bi to more extreme beliefs b̂i < bi after seeing

message m1 = L. This is because, in such a strong filter bubble, agents from these groups will not

see the opposing messages. Then, from Lemma 1(ii), this type of voter polarization will induce party

polarization, with each party choosing more extreme policy positions.

To further highlight the role of content reliability, in the next proposition we show that the results

of Proposition 4.3 do not hold when content reliability is very high or very low.

Proposition 4.4. Fix ε > 0. There exist 0 < r∗ < r̄∗ < 1 such that if r < r∗ or r > r̄∗, then

|x̃FB
L − x∗L| < ε and |x̃FB

R − x∗R| < ε.

This proposition therefore highlights that AI-powered social media is most likely to generate voter

and party polarization when the reliability of news content is middling (or when there is sufficient

uncertainty about the veracity of online content). Nevertheless, our reading of the evidence is that

the middling reliability regime is the best approximation to the current political climate, which has

sometimes been described as a “post-truth” era, where there is little agreement in society what is an

objective truth (see Lewandowsky, Ecker, and Cook (2017) and Rochlin (2017), as well as Suarez-Lledo

and Alvarez-Galvez (2021), Nyhan (2020), and Pennycook and Rand (2019)).

Several interesting comparative statics follow straightforwardly from this result. First, if we hold

constant reliability r and increase the sensationalism of the article, κ, or decrease the reputational

concerns, d, from sharing the article, then the platform’s sharing network is less likely to induce a filter

bubble. This will lead to less polarized political positions in equilibrium, which may at first appear

paradoxical. However, in reality, highly sensational articles are also often unreliable (see Grinberg et al.

(2019)). Thus, if we consider a simultaneous increase in κ and a decrease in r is smaller, then filter

bubbles can become more likely, and we can see more extreme political party positions, as stated in

Corollary 4.1.

We can also show, with similar arguments to those in Acemoglu, Ozdaglar, and Siderius (2024),

that more divisive content (with higher p and lower q) is more likely to induce polarization among

voters and thus between parties. This is for two related reasons. First, with higher p and lower q, the

article leads to stronger belief updates, which then generates more polarized posterior beliefs. Second,
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when content is more divisive, it becomes more profitable for the platform to opt for a filter bubble,

as shown in Proposition 3 of Acemoglu, Ozdaglar, and Siderius (2024), and via this choice of platform

architecture, more divisive content again promotes polarization.

Finally, we can also study the implications of the prior distribution of the electorate becoming more

polarized. According to Proposition 3 in Acemoglu, Ozdaglar, and Siderius (2024), when prior polar-

ization becomes stronger, filter bubbles become more likely, which further drives belief polarization

by Proposition 4.3, and in turn, party polarization by Corollary 4.1. In this sense, polarization is like

“Pandora’s box”: once the electorate becomes polarized, social media fuels the flames of polarization

through the AI’s choice of algorithm, which further reinforces the polarization. This perpetuating cycle

working via social media can lead to a positive feedback loop that exacerbates any initial polarization.

5 Digital Political Advertising

Next, we extend a simplified version of the model of Acemoglu, Huttenlocher, Ozdaglar, and Siderius

(2024) of online business models and digital ads to study our second channel for political polarization

5.1 Sophisticated and Naı̈ve Users

We let λ fraction of the users be sophisticated and 1 − λ fraction of the users be naı̈ve. There is a state

of the world θ ∈ {L,R} as before, and we suppose that users hold prior beliefs bi ∼ H . Sophisticated

users have a correctly-specified subjective model of digital ads, which is that the signals si contain no

information about the underlying state θ. On the other hand, naı̈ve agents believe that political ads

contain information about θ, and that false positives are relatively rare. In particular, we assume that

naı̈fs hold the subjective model that P[si ̸= θ] = ϕ ∈ [0, 1/2]. Both ϕ and λ encode the degree of tar-

geting and manipulation possible from digital ads on the platform, as discussed in detail in Acemoglu,

Huttenlocher, Ozdaglar, and Siderius (2024). Lower values of ϕ indicate a larger misspecification on

the part of naı̈ve agents who believe that false positives are relatively rarer than they actually are. This

allows political parties to send a positive signal, independent of how fit they are for office, to persuade

naı̈fs to vote for them. Similarly, lower values of λ represent a larger fraction of naı̈fs in the population,

who are more susceptible to digital ad targeting.5 This structure implies that as ϕ and λ increase, we

approach the standard model with fully rational agents (which is in fact the limit of our setting with

λ = 1 or ϕ = 1/2).

5.2 Digital Ads and Platform Choices

When there are multiple parties, we assume there are two different ads the platform can show (one for

the left-wing candidate and one for the right-wing candidate) with ad loads α(L) and α(R) and total ad

load α ≡ α(L) + α(R) (with the probability of the left-wing candidate’s ad being shown with probability

5In this context, “targeting” refers to the ability of AI-crafted messages to be more persuasive for naı̈ve agents, rather
than targeting and reaching naı̈ve agents or those with a particular ideology more frequently. Such additional dimensions of
targeting can also be incorporated, but we do not pursue them in our current work, since even without this feature, we show
that digital ads polarize the electorate and induce further polarization between political parties.
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α(L)/(α(L) + α(R))). Existence and generic uniqueness of an equilibrium under this generalization

with multiple parties follows immediately from Proposition 8 in Acemoglu, Huttenlocher, Ozdaglar,

and Siderius (2024). The parameter α here represents the overall frequency at which a political ad

is displayed relative to organic content, such as entertaining videos. Users view the ad a stochastic

number of times k ∼ Poisson(αT ). Each ad provides the same signal si ∈ {L,R}, depending from

which party it comes. We assume that the left-wing party’s ad always argues for the left-wing candidate

being better and the right-wing party’s ad always argues for the right-wing candidate. This implies

that ad content is not truly informative about the underlying state θ. Sophisticated voters recognize

this and do not update their beliefs bi about θ in response to viewing ads.6 Naı̈ve users, on the other

hand, do not fully recognize this and, consequently, update their beliefs using Bayes’ rule under the

misspecified subjective model that P[si ̸= θ] = ϕ ≤ 1
2 .

A user receives no inherent value from the ads, whereas she collects an expected entertainment

utility of (1 − α)T from viewing organic content.7 This implies that more frequent ads have a cost

in terms of lower entertainment utility of users. The platform makes a take-it-or-leave-it offer to the

political parties in return for the digital ads that will be shown to users. These offers determine δ and

the zi’s above.

5.3 Two-Party Competition

Our main result in this section characterizes the profit-maximizing platform business model as a func-

tion of the digital nature of advertising and the ad technology when there are two political parties.

Proposition 5.1. There exists ϕ∗(λ) ∈ [0, 1] such that

(i) If ϕ > ϕ∗(λ), the platform offers a subscription-based plan with P ∗ = T − v and no advertising

α∗ = 0;

(ii) If ϕ < ϕ∗(λ), the platform offers an ad-based plan with P ∗ ∈ [0, T − v) and symmetric advertising

loads α(L)∗ = α(R)∗ = α∗/2 > 0.

Moreover, ϕ∗(λ) is decreasing in λ.

The intuition for Proposition 5.1 can be seen by varying the fraction of naı̈ve agents (lower λ) and/or

the amount of false positive information in digital ads (lower ϕ). Under Proposition 5.1(i), the fraction

of naı̈ve agents is small and digital ads do not send many false positives or equivalently have little

persuasiveness for naı̈ve agents. In this regime, the platform is better off monetizing via subscription

fees because ads do little to sway the beliefs in the population, making parties unwilling to pay much to

6This assumption is similar to the result of Lemma 1 in Acemoglu et al. (2024), which shows that no surplus is generated
from sophisticated voters who have linear demand over the advertised product. In our model with political digital ads, we
impose a similar finding, which is that rational voters do not update their beliefs (because ads contain no information θ) and
thus, similarly, no surplus is generated from advertising to only rational agents.

7The fact that users are atomless in voting and do not directly benefit from being better informed about the candidates
is one key difference between our model of political digital ads and Acemoglu, Huttenlocher, Ozdaglar, and Siderius (2024),
where agents recognize that the information in the ads will allow them to make better purchasing decisions. Another key
difference is that candidates are vertically differentiated in this model, whereas products are horizontally differentiated in
Acemoglu, Huttenlocher, Ozdaglar, and Siderius (2024).
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advertise on the platform. Consequently, the cost of showing ads is outweighed by the loss of revenue

due to lower entertainment utility for users. In contrast, in Proposition 5.1(ii), the population is more

susceptible to digital ads and there are more naı̈fs in the population. In this case, advertising occurs

in equilibrium, as both parties are willing to pay for digital ads to try differentiate themselves from

their rival and this compensates the platform for the loss in subscription revenue resulting from lower

entertainment utility for users. The next proposition characterizes the implications of digital ads for

the belief distribution of voters.

Proposition 5.2. Let density h be convex and continuous. Then:

(i) If ϕ > ϕ∗(λ), then the electorate has the same belief distribution H and political parties choose the

same positions (x∗L, x
∗
R) in the extremal anti-symmetric Nash equilibrium.

(ii) If ϕ < ϕ∗(λ), then the electorate has a belief distribution H̃ ≻ H and political parties choose

(x̃∗L, x̃
∗
R) in the extremal anti-symmetric Nash equilibrium with x̃∗L > x∗L and x̃∗R > x∗R.

Proposition 5.2 shows that political advertising in the regime where ads are targeted at naı̈fs tends

to generate greater political polarization among the electorate, which in turn affects the polarization

of political parties. Polarization of the electorate in regime (ii) is driven by the fact that agents receive

more signals about the political parties, which naturally induces greater movements in their beliefs via

Bayesian updating. While some agents become more moderate as a result of political advertising, the

average movement of beliefs is toward the extremes. This can be seen from the fact that if all agents

were sophisticated, advertising would induce a mean-preserving spread of beliefs (which follows from

the Martingale property of Bayesian beliefs). However, with naı̈ve agents, belief movements are more

pronounced and have a positive drift toward more extreme positions given the misspecification about

the informativeness of political ads. Then from Lemma 1, such transitions to more extreme ideologies

by the electorate also leads the parties to anchor to more polarizing positions as a result.

In Proposition 5.2, as opposed to in Proposition 4.3, we do not know where among the existing

belief distribution polarization kicks in. The next corollary shows that this takes a form similar to

Proposition 4.3, with the extremes becoming more polarized, provided that the naı̈ve voters were

already more extreme than sophisticates to start with. To state this result, we introduce the additional

notation of HN and HS that designate the belief distributions of naı̈ve voters and sophisticated voters,

respectively, with H = λHS + (1− λ)HN .

Corollary 5.1. Let HN have support [0, b∗N ] ∪ [1 − b∗N , 1] and HS have support [b∗N , 1 − b∗N ]. If λ > 1/2

and ϕ < ϕ∗(λ), then voters at the medians on the left and the right (H̃−1(1/4) and H̃−1(3/4)) continue

to have the same bi and b̃i after the introduction of digital ads, but the overall distribution becomes more

polarized, i.e., H̃ ≻ H , which results in polarization in political party positions, x̃∗L < x∗L and x̃∗R > x∗R.

Corollary 5.1 establishes an analogous result to Proposition 4.3, whereby relatively extreme voters

become even more extreme in response to digital ads, while there is no similar polarization among

moderate voters. The movements in the two extremes still lead to greater polarization on the part

of the parties, however, with the same logic as in Lemma 1(i). While we do not formally study it in
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this paper, Corollary 5.1 opens up questions about the potential welfare implications of digital ads in

driving parties to cater more to their most extreme supporters, at the cost of neglecting more moderate

agents whose beliefs are less impacted via the digital ads channel.

5.4 Online Business Models with a Dominant Party

In this subsection, we consider a dominant party (e.g., an incumbent) that can advertise on the plat-

form (which, without loss of generality, we suppose is the right-wing party). To model political dom-

inance, we relax symmetry of the underlying belief distribution H , as well as symmetry of the ideal

points x̂L and x̂R so that the dominant party wins probability χ∗
R > 1

2 (without advertising).8 We also

assume, for simplicity, that under belief distribution H , the extremal equilibrium position x∗R satisfies

x∗R ≥ x̂R, so the equilibrium position the dominant party adopts is more extreme than its ideal point.

Our next result shows that, in this case, the platform’s profit-maximizing business model is fully

subscription-based, rather than monetized via digital ads, independent of λ and ϕ.

Proposition 5.3. There exists χ̄ > 0 such that if χ∗
R > χ̄, the platform offers a subscription-based plan

with P ∗ = T − v and no advertising α∗ = 0. Moreover, the electorate has the same belief distribution H

and political parties choose the same positions (x∗L, x
∗
R) in the extremal Nash equilibrium.

The intuition for Proposition 5.3 comes from considering the platform’s incentives in setting its

business model. If the dominant party decided to advertise, it would increase its vote share, as digital

ads make the electorate more favorable toward it. However, the platform must weigh the revenue it

earns from digital ads against the potential loss of subscription fees. When there is a dominant party,

the incremental gain in vote share the party receives is small in comparison to the subscription revenue

the platform forfeits by showing ads (given the party already has captured a substantial fraction χ∗
R of

the vote). Importantly, this conclusion holds regardless of whether we are in part (i) or (ii) of Proposi-

tion 5.1. Put differently, the equilibrium business model may be subscription-based even when there

are many naı̈ve voters susceptible to digital ads (low λ and low ϕ), and the ad compensation from the

dominant party may be insufficient to outweigh lost subscription revenue for the platform.

In contrast, as emphasized in Proposition 5.1(ii), with sufficiently naı̈ve voters, competition be-

tween the two parties induces an equilibrium with digital ads. In this case, each party has an incentive

to use digital ads to improve its position relative to its rival. The juxtaposition of these two results

implies that, starting from a position in which there is a dominant party, as political competition inten-

sifies, at some point we may switch away from subscription-based business model towards intensive

use of digital political ads.

6 Effects of Regulations

In this section, we examine how certain online regulations might influence the polarizing effects of AI-

powered platform economics. We analyze two types of interventions, one targeting the social media

8We prove in Appendix A that an extremal Nash equilibrium, this time defined only with reference to the dominant party,
exists even when H is not symmetric (though the equilibrium will typically not be anti-symmetric).
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mechanism and another focusing on the digital ads mechanism, to study their potential impact on

polarization dynamics.

6.1 Diversification Standards for Social Media

One tool that can be useful for countering the polarizing effects of AI-powered social media is a diversi-

fication standard, as advocated by Sunstein (2018). Let us consider the following type of diversification

standard, denoted by γ: If the platform chooses a sharing network P that belongs to the class of

island networks with parameters (k, ps, pd) (where k is the number of islands, ps is the within-island

link probability, and pd is the between-island link probability), then the chosen network has to satisfy

ps/pd ≡ p∗ ≤ γ. Notice that for γ < ∞ such a constraint will bind when r < rP because, as we have

seen, the platform’s profit-maximizing sharing network takes the form of an island network with ps = 1

and pd = 0. We think of γ as a diversification standard, requiring that agents be exposed to a certain

fraction of cross-cutting perspectives.

Proposition 6.1. There exists r̄ < r2 such that for an article of reliability r ∈ (0, r̄) and diversification

standard γ < ∞, the platform chooses P from the class of island models (satisfying p∗ ≤ γ), and x̃∗L >

x
(FB)
L and x̃∗R < x

(FB)
R .

Note that Proposition 6.1 follows almost immediately from the proof of Proposition 5 in Acemoglu,

Ozdaglar, and Siderius (2024). The key insight is that for a sufficiently light diversification standard γ,

the platform is still incentivized to choose a sharing network that follows the (ps, pd) island structure

from before. The only difference is that now some voters from the left will be exposed to counter-

attitudinal right-wing articles, and vice-versa, and this can make the electorate less polarized and

moderate party positions.9

6.2 Digital Ad Transparency

Another regulation, especially relevant in the context of the digital ads channel, is increasing the trans-

parency of digital ads, which can be thought to reduce the fraction of naı̈ve agents in the population

(increase λ) or reduce the effectiveness of ad targeting (increase ϕ), or both. We let λ′ and ϕ′ be the

fraction of sophisticated agents and the power of the ad targeting post-intervention, whereas λ and ϕ

are these corresponding quantities before the intervention.

Proposition 6.2. Suppose ϕ < ϕ∗(λ). There exist λ̄ > 0 and ϕ̄ > 0 such that if λ′ > λ̄ or ϕ′ > ϕ̄, then

digital ad transparency moderates electorate beliefs moderate to H̄ ≺ H̃ . Consequently, political parties

choose more moderate positions (x̄∗L, x̄
∗
R) with x̄∗L > x̃∗L and x̄∗R < x̃∗R in the extremal anti-symmetric

Nash equilibrium.

Proposition 6.2 highlights the potential benefits of reducing the influence of targeted digital ad on

naı̈ve voters. Note that Proposition 6.2 does not follow directly from Proposition 5.1, which requires

9Bail et al. (2018) show that over-exposure to counter-attitudinal news can have “backfire”, leading to greater polarization.
This suggests that too tight diversification standards may not achieve their desired intent.
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both λ and ϕ to lie in a particular orthant of the parameter space, whereas Proposition 6.2 consider a

situation in which either λ or ϕ is increased.

We also note that a complementary tool to digital ad transparency is improving digital literacy

among users. This might act in a similar fashion by making targeted digital ads less effective in in-

fluencing naı̈ve voters. Relatedly, Hudders, Van Reijmersdal, and Poels (2019) and Hobbs, Kanižaj,

and Pereira (2019) discuss digital literacy and how it can make users more aware of misleading ad-

vertisements. Another complementary policy tool would be regulations that reduce the ability of

the advertisement technology to micro-target very specific user groups and/or regulations on how

generative AI can be used in such advertisements (see Simchon, Edwards, and Lewandowsky (2024)

and Golab-Andrzejak (2023)).

6.3 Additional Interventions

Several insights from Acemoglu, Ozdaglar, and Siderius (2024) and Acemoglu, Huttenlocher, Ozdaglar,

and Siderius (2024) can also be adapted to this environment, but we do not do so in order to avoid

repetition. In particular, as in Acemoglu, Huttenlocher, Ozdaglar, and Siderius (2024), we examine how

digital ad taxes might influence subscription-based business models and, through this channel, alter

the incentives for polarizing voter beliefs and consequently party positions. Our analysis suggests that

digital ad taxes could lead to lower λ∗ and ϕ∗ in Proposition 5.1 and Proposition 5.2. The proof follows

directly from Proposition 15 in Acemoglu, Huttenlocher, Ozdaglar, and Siderius (2024): a tax on digital

ad revenues would require that parties compensate the platform further for the corresponding loss in

subscription revenues. For this to be profitable, a greater fraction of the population would need to

be susceptible to ad targeting (lower λ) or digital ads would need to be more persuasive (lower ϕ), or

some combination of the two. Additionally, we consider how watermarking schemes that tag reliable

content on social media, along with other regulations, might also affect political polarization. How-

ever, as emphasized in Acemoglu, Ozdaglar, and Siderius (2024), these interventions can also generate

offsetting effects, and if not carefully designed, they may have negative unintended consequences.

7 Concluding Remarks

It is now widely recognized that AI will transmute not just our economic and social lives, but also our

politics. Yet, there is relatively little analysis of how, and through what channels, this political impact

will work out in different kinds of societies. In this paper, we develop models to understand the effects

of AI-powered social media and entertainment platforms on polarization and the political economy.

We focused on two types of influences, which we explored separately. In the first, which we refer

to as the social media channel, AI’s impacts work through the algorithms that a social media platform

utilizes for determining the news- and content-feed of users, with the aim of maximizing engagement

and the resulting digital ad revenue. The collection of data from users and powerful AI tools enable

the platform to create “filter bubbles”, whereby users only engage with the content passed on by like-

minded other users. We established, following our previous work in Acemoglu, Ozdaglar, and Siderius

(2024), that with low-reliability content, manufacturing filter bubbles is a profit-maximizing strategy

18



for the platform, because it encourages the viral spread of news items, which would have otherwise

been stopped and tagged as misinformation by users with different beliefs. We showed that such

filter bubbles lead to the polarization of voters that already hold extreme views. Notably, even though

moderate voters on the left and the right may not become much more polarized, political parties

respond to the polarization at the tails by choosing more extreme policy positions.

In the second, which we call the digital ads channel, we consider an entertainment platform that

intermixes content valued by users and digital ads from political parties. Following Acemoglu, Hut-

tenlocher, Ozdaglar, and Siderius (2024), we supposed that there are both naı̈ve and sophisticated

users, which have different susceptibilities to individualized ads, prepared and targeted by means of

AI tools. We also allowed the platform to choose a business model based on subscriptions or one

monetized via digital ads. We showed that with two parties from the two ends of the spectrum locked

in neck-and-neck competition, monetization via digital ads is more profitable, and these digital ads

sway naı̈ve voters to be more attached to their party. As a result, the electorate once again becomes

more polarized, and parties similarly respond to such voter polarization by choosing more extreme

policy positions. We show, in contrast, that the same outcome does not occur when platforms use

a subscription-based model, and we also establish that it is the nature of political competition that

makes digital ads more profitable; in fact, with one dominant party, the profit-maximizing business

model would be the subscription-based one without this type of polarization. Hence, it is the interplay

of AI-powered digital ads targeting naı̈ve users and intense political competition between the two

parties that undergirds voter polarization, which then paves the way to political party polarization.

Overall, our analysis of both channels indicates that AI-powered platforms act as a source of polar-

ization among voters, and political parties respond to this by choosing more polarized policy positions.

We focused on the two channels separately, because they work in distinct ways and are impacted by

different regulations differentially. In the social media channel, the AI’s role is to enable sufficient

data collection and processing in order to determine each user’s ideological leanings and then create

custom-made filter-bubbles that make left-leaning (right-leaning) users more exposed to more left-

leaning (right-leaning) content being transmitted by other left-leaning (right-leaning) users. For this

reason, we also indicated how diversification standards for social media (e.g., as suggested by Sunstein

(2018)) could be an effective deterrent to further polarization. In the digital ads channel, AI is used

for designing and targeting persuasive digital ads for naı̈ve users (with high susceptibility to targeted

ads) from the two ends of the political spectrum. This suggests different tools, in particular, digital

ad transparency measures could be effective by reducing the susceptibility of naı̈ve users to such

ads (see Simchon, Edwards, and Lewandowsky (2024) and Golab-Andrzejak (2023)). Additionally,

digital ad taxes that push platforms towards a subscription-based model, as considered in Acemoglu,

Huttenlocher, Ozdaglar, and Siderius (2024), could be effective in this case.

We view our paper as a first step in a vast landscape that involves multi-faceted interactions be-

tween AI and politics. To start with, much more empirical work is necessary to delineate how online

articles and messages impact people’s political beliefs and how these translate into voting and other

political actions in the off-line world. Additionally, we have only touched upon a few of the ways

in which AI impacts politics. It is useful to briefly discuss some of the other pathways, which are in
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principle equally important and also equally under-researched.

First, AI tools can create new ways in which both non-party actors (such as civil society organiza-

tions or extremist groups) and political parties can reach users in democracies. A few reports already

discuss how platform algorithms created “rabbit holes” towards extremist groups in the 2010s, and

more powerful AI models can significantly amplify these capabilities (see Brown et al. (2022) and

O’Callaghan et al. (2015)). There are also understandable concerns about deepfakes enabling more

manipulative outreach by both established and fringe actors (e.g., Veerasamy and Pieterse (2022) and

Langguth et al. (2021)).

Second, AI can likewise provide new capabilities to nondemocratic regimes for indoctrination and

spreading false information. There is relatively little work on what the limits of such indoctrination

may be (for example, will the population ultimately understand the new capabilities in this domain

and become immune to such indoctrination?). There is both some theoretical work (e.g., Mostagir,

Ozdaglar, and Siderius (2022)) and empirical work (e.g., Hristakieva et al. (2022)) that scratch the

surface of such questions, while also raising important directions for future work in this area.

Third, existing research (e.g., Zeng (2020), Beraja et al. (2023) and Beraja, Yang, and Yuchtman

(2023)) shows that AI capabilities have already been used effectively for surveillance and quelling

dissent, which can transform politics both in nondemocratic and democratic systems. Nevertheless,

there are relatively few theoretical and empirical studies of how intensified surveillance affects politics.

Fourth, a wealth of AI-generated content can reduce the population’s interest and engagement in

politics, with fairly uncertain but wide-ranging social and political implications. A version of this effect

was anticipated by the philosopher Hannah Arendt when she wrote “If everybody lies to you, the con-

sequence is not that you believe the lies, but rather that nobody believes anything any longer”(Berkowitz

(2024)). In practice, this and many other responses are possible in a world with more targeted, poten-

tially more manipulative messages online (see Carroll et al. (2023), Chen and Papanastasiou (2021),

and Mostagir and Siderius (2022a)).

Fifth, AI tools can conceivably enable users to check the veracity and reliability of claims and

messages in social media, or can be deployed for creating new platforms for more reliable political

communication and even new ways for consensus and compromise-building (see some discussions

of this issue in Chapter 10 of Acemoglu and Johnson (2023)). These AI-driven systems could assess the

credibility of sources, detect inconsistencies in narratives, and provide users with context or alterna-

tive perspectives to improve informed decision-making (e.g., see Gabriel et al. (2024)). Additionally,

AI could facilitate real-time content moderation by flagging or debunking misleading claims before

they gain traction (see in Lu et al. (2022)). Beyond fact-checking, AI-powered platforms could foster

more constructive political discourse by structuring debates, summarizing key arguments, and even

suggesting areas of compromise based on common ground between opposing viewpoints (see Huerta

et al. (2023)).

Finally, the myriad other effects of AI working through automation, job loss, wealth and income

inequality, and productivity-enhancement can also have downstream effects on politics. Automa-

tion increases productivity but also displaces jobs, particularly in middle-skill occupations, worsening

income and wealth inequality (Gallego and Kurer (2022), Chen, Li, and Tang (2022), Acemoglu and
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Restrepo (2020)). These shifts can fuel populist movements, reshape labor policies, and drive debates

on AI regulation and social safety nets. Moreover, AI-driven economic concentration may alter political

alignments and policymaking, as wealth and power become increasingly centralized in tech-centric

regions. AI’s economic disruptions have significant political consequences, influencing governance,

policy debates, and public sentiment.

We view all of these areas as fruitful directions for future research.
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A Equilibria with a Dominant Party

Suppose there is a dominant party in power, which implies that the distribution of prior ideological

beliefs, H , may not necessarily symmetric (i.e., it is skewed toward the dominant party). This yields a

slightly different version of the result in Lemma 1. We will leverage this result in Section 5.4.

Lemma A.1.

(i) There exists a Nash equilibrium (x∗L, x
∗
R) in potentially asymmetric strategies with x∗L < x∗R;

(ii) There exists an extremal Nash equilibrium (x̄∗L, x̄
∗
R) with x̄∗R ≥ x∗R for all Nash equilibria (x∗L, x

∗
R);

(iii) If H̃ ≻FOSD H , then for every Nash equilibrium (x∗L, x
∗
R) under belief distribution H , there exists a

Nash equilibrium (x̃∗L, x̃
∗
R) such that x̃∗L > x∗L and x̃∗R > x∗R.

Proof of Lemma A.1. For part (i), consider the function φ : [0, 1]2 → [0, 1]2 that maps an arbitrary

position (xL, xR) into the best response positions (xBR
L , xBR

R ), where the right-wing party takes the left-

wing’s party position as given, and vice-versa. Similar to the proof of Lemma 1, we have a continuous

mapping from a compact, convex set onto itself. By Brouwer’s theorem we are guaranteed a fixed point

of φ such that φ(x∗L, x
∗
R) = (x∗L, x

∗
R), which is the definition of a Nash equilibrium.

Then it just remains to show we cannot have x∗L = x∗R. We argue by contradiction, that x∗L = x∗R,

which means at least one party is not at its ideal point, let’s say partyRwithout loss of generality. Then,

when x∗L = x∗R, one can show similar to in Lemma 1 that

∂

∂xR
R ·
∫ 1

0

exp(−(β − xR)
2)

exp(−(β − xR)2) + exp(−(β − x∗L)
2)
h(β) dβ

∣∣∣
xR=x∗

R=x∗
L

= 0,

whereas ∂
∂xR

(xR − x̂R)
2 = 2(xR − x̂R) ̸= 0. Thus, there is a profitable deviation of party R closer to its

ideal policy point, contradicting that this is an equilibrium. This establishes part (i).

To see part (ii), it is sufficient to argue that there exist finitely many Nash equilibria. Suppose that

(x∗L, x
∗
R) is a Nash equilibrium and take a neighborhood Bϵ(x

∗
L, x

∗
R) of radius ϵ > 0. Now consider

φ′ = φ− I where I(·) is the identity function. Then φ′(x∗L, x
∗
R) = 0 and given that 1 is not an eigenvalue

of dφ (which holds generically), we have that det(dφ′) ̸= 0, and hence φ′ is a local diffeomorphism by

the inverse function theorem, implying that φ′ is bijective overBϵ(xL, xR). This prevents another point

(x′L, x
′
R) ∈ Bϵ(xL, xR) such thatφ′(x′L, x

′
R) = 0 (i.e., in other words, it bars the existence of another fixed

point in the open-neighborhood of (xL, xR)). Finally we leverage that [0, 1]2 is compact: Take an open

cover around each fixed points of φ and the complement of the set of fixed points. There exists a finite

subcover, so there must exist finitely many fixed points of φ.

To see part (iii), we define the functionφ : [x∗L, 1]×[x∗R, 1] → [x∗L, 1]×[x∗R, 1] as before but defined on a

subspace of [0, 1]2, where we map arbitrary cutoffs in (xL, xR) ∈ [x∗L, 1]× [x∗R, 1] to best-response cutoffs

(xBR
L , xBR

R ) under distribution H̃ . To see this is a well-defined mapping, note that for any xL ∈ [x∗L, 1] it

is a best response for partyR to choose a position at least at x∗R, and similarly for any xR ∈ [x∗R, 1] it is a
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best response for party L to choose a position at least at x∗L, given the first-order stochastic dominance

shift in H to H̃ . We can see this by noting that

∂

∂xR
R ·
∫ 1

0

exp(−(β − xR)
2)

exp(−(β − xR)2) + exp(−(β − x∗L)
2)
h(β) dβ − 2(x∗R − x̂R)

∣∣∣
xR=x∗

R

= 0,

by optimality of x∗R for party R, which implies that

∂

∂xR
R ·
∫ 1

0

exp(−(β − xR)
2)

exp(−(β − xR)2) + exp(−(β − x∗L)
2)
h̃(β) dβ − 2(x∗R − x̂R)

∣∣∣
xR=x∗

R

> 0,

and moreover ∂x∗R/∂x
∗
L > 0 everywhere. Thus, φ has a fixed point in this subspace of [0, 1]2, exactly as

in claim (iii).

B Proofs

Proof of Lemma 1. To prove (i), we establish the existence of an anti-symmetric Nash equilibrium. The

utility for party j is equal to Up = R · P[θ ≥ 1− χj ]− (x− x̂i)
2, which is equivalent to

Uj = R ·
∫ 1

0

exp(−(β − xi)
2)

exp(−(β − xi)2) + exp(−(β − xj)2)
h(β) dβ − (xi − x̂i)

2.

First, We argue that x∗L ≤ 1
2 ≤ x∗R. Suppose not, and without loss generality, consider x∗R < 1

2 . Then

∂UR(x
∗
R)

∂x∗R
= R ·

∫ 1

0

2(β − x∗R)e
−(β−x∗

R)2−(β−x∗
L)

2

(e−(β−x∗
L)

2
+ e−(β−x∗

R)2)2
h(β) dβ − 2(x∗R − x̂R) > 0,

given that x′L, x
′
R < 1

2 , and H is symmetric. To see this, we just consider:

∫ 1

0

2(β − x∗R)e
−(β−x∗

R)2−(β−x∗
L)

2

(e−(β−x∗
L)

2
+ e−(β−x∗

R)2)2
h(β) dβ

=

∫ x∗
R

0

2(β − x∗R)e
−(β−x∗

R)2−(β−x∗
L)

2

(e−(β−x∗
L)

2
+ e−(β−x∗

R)2)2
h(β) dβ +

∫ 1/2

x∗
R

2(β − x∗R)e
−(β−x∗

R)2−(β−x∗
L)

2

(e−(β−x∗
L)

2
+ e−(β−x∗

R)2)2
h(β) dβ

+

∫ 1/2+x∗
R

1/2

2(β − x∗R)e
−(β−x∗

R)2−(β−x∗
L)

2

(e−(β−x∗
L)

2
+ e−(β−x∗

R)2)2
h(β) dβ +

∫ 1

1/2+x∗
R

2(β − x∗R)e
−(β−x∗

R)2−(β−x∗
L)

2

(e−(β−x∗
L)

2
+ e−(β−x∗

R)2)2
h(β) dβ

And note by symmetry of H (and by virtue of x∗L, x
∗
R < 1/2), the first integral is smaller in absolute

value than the third integral, while the second and fourth integral are strictly positive. At the same

time 2(x∗R− x̂R) < 0 given x∗R < 1/2 < x̂R. Thus, it is a profitable deviation for partyR to increase its xR
from any policy point x∗R < 1/2, a contradiction of x∗R being an equilibrium. An analogous argument

shows that x∗L ≤ 1
2 , so we must have x∗L ≤ 1

2 ≤ x∗R.

Next, we consider the map φ : [0, 1] → [0, 1] that maps an arbitrary position xL into the comple-
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mentary best-response position 1− xBR
R , where xBR

R solves the following (with xL taken as given):

max
xR∈[0,1]

UR = R ·
∫ 1

0

exp(−(β − xR)
2)

exp(−(β − xL)2) + exp(−(β − xR)2)
h(β) dβ − (xR − x̂R)

2.

Utility UR is quasi-concave when H is symmetric, so it must be the case that this admits a unique

x∗R(xL) which is a global maximum for UR over all of [0, 1] (see Mas-Colell et al. (1995)). Moreover, by

the inverse function theorem, the solution x∗R(xL) is continuous in xL. By Brouwer’s theorem, there

exists a fixed point of φ such that x∗R = xBR
R (1−x∗R), which by symmetry implies that x∗L = xBR

L (x∗R), and

thus (x∗L, x
∗
R) is an anti-symmetric Nash equilibrium by construction.

For part (ii), it is sufficient to argue that there exist finitely many anti-symmetric Nash equilibria,

and then we can let (x∗L, x̄
∗
R) denote the most extremal anti-symmetric Nash equilibrium. We use the

Lefschetz fixed-point theorem to establish this (see Dold (2012)). We prove that each fixed point of

φ is a Lefschetz fixed point (i.e., it is isolated); consider a fixed point (x∗L, 1 − x∗L). Note that there

exists an open neighborhood Bϵ(x
∗
L) where x∗R(xL) is bijective over Bϵ(x

∗
L) for small enough ϵ given

that ∂x∗
R

∂xL

∣∣∣
xL=x∗

L,xR=1−x∗
L

̸= 1, which holds for generic R by the inverse function theorem.

Thus, there exists a unique fixed point x∗L ∈ Bϵ(x
∗
L) for small enough ϵ > 0. Finally, it just remains

to consider the following open cover of [0, 1]: Take Bϵ(x
∗
L) around each of the fixed points x∗L, and the

complement of the set of fixed points (which is open because the set of fixed points is always closed).

Since [0, 1] is compact, there must be finitely many subcovers, which in particular, implies there exist

finitely many Lefschetz fixed points.

By contradiction, suppose there exist infinitely many fixed points, so for any ε > 0, there exists

|x̃∗L − ˜̃x∗L| < ε such that

∂UR(x
∗
R)

∂x∗R
= R ·

∫ 1

0

2(β − x∗R)e
−(β−x∗

R)2−(β−x∗
L)

2

(e−(β−x∗
L)

2
+ e−(β−x∗

R)2)2
h(β) dβ + 2(x∗R − x̂R)

Consequently, fixed points are isolated As such, we consider open neighborhoods around the fixed

points of (x∗L, 1 − x∗L) and take an open cover around the fixed points of φ and the complement of the

set of fixed points. Existence of a finite subcover (given that [0, 1] is compact) guarantees there exist

finitely many fixed points of φ.

Finally, it remains to show that x′L = x′R = 1
2 is not an equilibrium. Note that in this case we have

that for party R, their payoff is given by

Ui = R ·
∫ 1

0

exp(−(β − xR)
2)

exp(−β − xR)2 + exp(−β − 1
2)

2
h(β) dβ + (xR − x̂R)

2

Taking a first-order condition with respect to xR evaluated at proposed equilibrium x′R = 1
2 , we see

that

∂Ui

∂xR

(
xR =

1

2

)
=R ·

∫ 1

0

4(β − 1
2) exp(−2(β − 1

2)
2)− 4(β − 1

2) exp(−2(β − 1
2)

2)

4 exp(−2(β − 1
2)

2)
h(β) dβ + 2(xR − x̂R)

=2(xR − x̂R)
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Thus, party R has an incentive to move some small ε to the right of x′R = 1
2 (closer to its policy ideal

point), while losing only a second-order fraction of voters by doing so. This is contradiction of x′L =

x′R = 1
2 being an equilibrium, as we wanted to show.

For part (ii), suppose for distribution H we have an extremal anti-symmetric Nash equilibrium

(x∗L, x̄
∗
R) and let us consider distribution H̃ and extremal symmetric Nash equilibrium (x̃∗L, ˜̄x

∗
R). Under

H̃ , we know that the best-response of xR given x∗L is some x∗R > x̄∗R (and conversely, the new best-

response position for party L satisfies x∗L < x∗L given x̄∗R). To see this, first notice that we have the

following first-order condition

∂UR(x
∗
R)

∂x∗R
= R ·

∫ 1

0

2(β − x∗R)e
−(β−x∗

R)2−(β−x∗
L)

2

(e−(β−x∗
L)

2
+ e−(β−x∗

R)2)2
h(β) dβ − 2(x∗R − x̂R) = 0,

whereas under H̃ , we leverage Lemma A.3 in Acemoglu, Ozdaglar, and Siderius (2024), and compute

the gain in voter share if an agent were originally at belief bi under H (but now has belief bi + ϵi under

H̃) and consider a deviation slightly to the right:

∂UR

∂x∗R
= R ·

∫ 1/2

0

2(β − ϵ(β)− x∗R)e
−(β−ϵ(β)−x∗

R)2−(β−ϵ(β)−x∗
L)

2

(e−(β−ϵ(β)x∗
L)

2
+ e−(β−ϵ(β)−x∗

R)2)2
h(β) dβ

+R ·
∫ 1

1/2

2(β + ϵ(β)− x∗R)e
−(β+ϵ(β)−x∗

R)2−(β+ϵ(β)−x∗
L)

2

(e−(β+ϵ(β)−x∗
L)

2
+ e−(β+ϵ(β)−x∗

R)2)2
h(β) dβ −R ·

∫ 1

0

2(β − x∗R)e
−(β−x∗

R)2−(β−x∗
L)

2

(e−(β−x∗
L)

2
+ e−(β−x∗

R)2)2
h(β) dβ.

By the fact that ϵ(β) = ϵ(1 − β) and via symmetry of H , we will argue that this expression is positive.

To see this, observe that letting f(β) = 2(β−x∗R)
e−(β−x∗R)2−(β−x∗L)2

(e
−(β−x∗

L
)2
+e

(−β−x∗
R

)2
)2

, we obtain a relationship between

the integrals
∫ 1/2
0 f(β−ϵ(β), x∗R, x∗L)h(β) dβ,

∫ 1
1/2 f(β+ϵ(β), x

∗
R, x

∗
L)h(β) d(β) and

∫ 1
0 f(β, x

∗
R, x

∗
L)h(β) d(β).

Via second-order Taylor series approximation, we have that for a symmetric distribution H ,∫ 1/2

0
f(β − ϵ(β))h(β) d(β) +

∫ 1

1/2
f(β + ϵ(b))h(β) dβ ≈

∫ 1

0

(
f(β) +

1

2
ϵ(β)2f ′′(β)

)
h(β) d(β)

and correspondingly we can see that our original expression can be approximated by 1
2

∫ 1
0 ϵ(β)

2f ′′(β)h(β) dβ,

which determines the sign of ∂UR/∂x
∗
R. It just suffices then to look at sgn(

∫ 1
0 ϵ(β)

2f ′′(β)h(β) dβ), which

requires that sgn(f ′′(1 − β) + f ′′(β)) > 0 for all β given that H is symmetric, which can be straightfor-

wardly verified when evaluated at x̄∗R > 1/2, given that x∗L = 1− x̄∗R < 1/2, as follows:

f ′(β) = − 2e(β−x∗
R)2+(β−x∗

L)
2(

e(β−x∗
R)2 + e(β−x∗

L)
2
)3 ·

(
e(β−x∗

R)2
(
− 1− 2βx∗R + 2(x∗R)

2 + 2βx∗L − 2x∗Rx
∗
L

)
+e(β−x∗

L)
2
(
−1− 2(x∗R)

2 + 2β(x∗R − x∗L) + 2x∗Rx
∗
L

))
f ′′(β) = −

8(x∗R − x∗L)e
(β−x∗

R)2+(β−x∗
L)

2(
e(β−x∗

R)2 + e(β−x∗
L)

2
)4 ·

(
e2(β−x∗

R)2
(
β(x∗L − x∗R) + (x∗R)

2 − x∗Rx
∗
L − 1

)
+e2(β−x∗

L)
2
(
β(x∗L − x∗R) + (x∗R)

2 − x∗Rx
∗
L + 1

)
+ 4(β − x∗R)(x

∗
R − x∗L)e

(β−x∗
R)2+(β−x∗

L)
2
)
.
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Plugging in β and 1−β to f ′′(·) and summing yields the desired claim of positivity. Analogously, we see

that the best-response of xL given x̄∗R satisfies x∗L < x∗L. The monotonicity of the equilibrium cutoffs

(x̃R, x̃L) under transformations of H̃ then follows from Milgrom and Shannon (1994).

Finally, it just remains to show that (x∗L, x̄
∗
R) is not an equilibrium under H̃ . But this has already

been done in the first step above, by showing that party R has a profitable deviation to increase xR
above x̄∗R (when partyL plays x∗L) and partyL has a profitable deviation to decrease xL below x∗L (when

party R plays x̄∗R), given a shift in the underlying belief distribution to H̃ .

Proof of Proposition 4.1. This follows immediately from the proof of Theorem 3 in Acemoglu, Ozdaglar,

and Siderius (2024).

Proof of Proposition 4.2. First, we claim that if m = R, the filter bubble consists of agents with prior

beliefs bi ∈ [b, 1] for some b < 1 given that r < rP . By the proof of Theorem 3 in Acemoglu, Ozdaglar,

and Siderius (2024), the platform will choose the smallest b ∈ {0, ε, . . . ,mε, . . . , 1} such that the fully

connected network of beliefs [b, 1] induce all these agents to either share or ignore (known as the “filter

bubble”). If there were a disconnected region, say b1 < b2 < b3 with b1 and b3 in the filter bubble, but

b2 not, then the sharing network of the platform is not profit-maximizing, because by adding the agent

with b2 to the network, the payoff to agents with b1 and b3 increases or remains constant if agent b2
shares, whereas b2 is necessarily willing to share in some equilibrium if agent b1 is willing to, given π2

(agent i with belief b2’s posterior belief about article veracity) is higher than π1. The result then follows

from Topkis (1998) given our social media game is supermodular.

Second, we show that b increases as r decreases. Once again this is a direct consequence of Topkis

(1998) and noting that the payoff to sharing uniformly decreases for all agents in the population as

r decreases. Formally, the payoff to sharing is given by Ui = uπi − c(1 − πi) + κSi − dDi, and πi is

decreasing in r, and this has a supermodular form. We thus get monotone comparative statics on the

network of agents with priors on [b̄, 1], with some agents potentially now disliking given the decrease

in r. Consequently, the profit-maximizing sharing network per Proposition 4.1 (and Theorem 3 in

Acemoglu, Ozdaglar, and Siderius (2024)) consists of agents with prior beliefs [b′, 1] with b′ > b.

Third, we show that for any agent i on the platform with prior bi < 1, there exists r such that if r < r,

ignoring is a better response than sharing. The payoff to sharing is upper bounded by uπi − c(1−πi)+

κN and the payoff to ignoring is 0. Whenever πi < c−κN
u−c , the payoff to ignoring is higher, and since

πi → 0 as r → 0 and κ < c/N (see Section 2.6 of Acemoglu, Ozdaglar, and Siderius (2024)), there exists

such a value of r sufficiently small such that the agent of type bi will not share. Moreover, we show

there exists r′ such that if r < r′, disliking is a better response to ignoring, which makes disliking the

best response. To see this, notice that the payoff to disliking is ũ(1 − πi) − c̃, and 1 − πi → 1 as r → 0

and ũ > c̃. This implies that agent i will not be included in the filter bubble in the profit-maximizing

sharing network.

Proof of Proposition 4.3. First, notice that if an agent receives two articles of opposing messages with

the same reliability, her posterior belief b̃i will remain unchanged. This is due to the symmetry of the

two messages and the Martingale property of Bayesian beliefs; if their posterior changed after seeing

both m = L and m = R of the same reliability r, then their prior belief must be miscalibrated. Thus,
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H̃C = H , and the beliefs of the agents before and after the news sharing remains identical, so it just

suffices to prove that H̃FB ≻ H .

It is clear from Proposition 4.1 and Proposition 4.2 that, for any b, we can pick a value for r such

that the agent’s with priors [b, 1] are the ones in the platform’s profit-maximizing filter bubble (again,

assuming message m = R). Let us pick r2 such that b > H−1(3/4), so then agents who receive

article m = L will be those with prior beliefs at most bi ∈ [0, 1 − b] and the agents who receive

article m = R will be those with prior beliefs at most bi ∈ [b, 1]. Consequently, agents with beliefs

bi ∈ [H−1(1/4), H−1(3/4)] do not view any article, and thus do not update their beliefs, so H̃ remains

consistent with H over all beliefs bi ∈ [H−1(1/4), H−1(3/4)].

It finally remains to prove that agents with bi ∈ [b, 1] who view an article m = R update their beliefs

to some bi + ϵi (by Lemma A.3 from Acemoglu, Ozdaglar, and Siderius (2024)). We find that

b̃i =
pbiπi

pbi + (1− p)(1− bi)
+ (1− πi)bi,

where

πi =
(pbi + (1− p)(1− bi))r

(bi/2 + (1− bi)/2)(1− r) + (pbi + (1− p)(1− bi))r
.

We get the simplification that

b̃i − bi = πi

(
pbi

pbi + (1− p)(1− bi)
− bi

)
where clearly pbi

pbi+(1−p)(1−bi)
> bi given p > 1/2 and bi > 1/2, so b̃i − bi > 0. It follows from an analogous

argument that agents with bi ∈ [0, 1− b] who view an article m = L update their beliefs to some bi − ϵi.

The claim follows by choosing r1 < r2 but sufficiently large that the filter bubble is non-empty.

Proof of Corollary 4.1. This follows immediately from the results of Proposition 4.3 and Lemma 1(ii).

Proof of Proposition 4.4. Choose r̄∗ = rP ; then the platform’s profit-maximizing sharing network is

fully connected. By the same arguments as in Proposition 4.3, posterior beliefs do not change for any

agents in the population because they view both articles, so in particular the inequality holds for ε = 0.

Next, note that πi → 0 as r → 0, so it is sufficient to work with πi. From the proof of Proposition 4.3,

for the right-wing agents who receive them = R article when reliability is low, we have the relationship

that

b̃i − bi = πi

(
pbi

pbi + (1− p)(1− bi)
− bi

)
≤ πi

By continuity of the voting game in Section 2, there exists a small enough ζ such that if πi ≤ ζ, then the

extremal anti-symmetric Nash equilibrium changes by at most ε > 0 in both x̃FB
L and x̃FB

R .

Proof of Proposition 5.1. Notice that naı̈ve and sophisticated agents always choose the same online

plan because they have an atomless contribution to the outcome of the election and hence do not

value the additional information that they will get via digital ads (even when they think such ads are

informative, as is the case for naı̈ve agents ). Hence, they get no inherent value from advertising, and

27



they would simply both choose the plan that maximizes (1−αℓ)T −Pℓ. Offering two plans is, therefore,

redundant and without loss of generality we can suppose the platform offers a single plan (this is in

stark contrast to Acemoglu, Huttenlocher, Ozdaglar, and Siderius (2024)).

First, for advertising intensities (α(L), α(R)), the platform makes a maximal advertising revenue

from naı̈fs of (1 − λ)m∗(α(L), α(R)) and can charge a subscription fee P ∗(
∑

j∈{L,R} α
(j)), which is de-

creasing in the total ad load; in particular, the optimal price the platform charges conditional on ad

intensity (α(L), α(R)) is just P ∗ = (1− α(L) − α(R))T − v. The platform then solves

max
(α(L),α(R))

(1− λ)m∗(α(L), α(R)) + P ∗

 ∑
j∈{L,R}

α(j)

 (3)

Let us denote (α(L)∗(λ, ϕ), α(R)∗(λ, ϕ)) as the solution to equation (3). Notably,m∗(α(L)∗(λ, ϕ), α(R)∗(λ, ϕ))

is decreasing in ϕ by the arguments in the proof of Lemma 2 in Acemoglu, Huttenlocher, Ozdaglar, and

Siderius (2024). This implies that equation (3) is decreasing in ϕ, as we have for ϕ′ > ϕ,

(1− λ)m∗
ϕ(α

(L)∗(λ, ϕ), α(R)∗(λ, ϕ)) + P ∗

 ∑
j∈{L,R}

α(j)(λ, ϕ)


≥(1− λ)m∗

ϕ(α
(L)∗(λ, ϕ′(R)∗(λ, ϕ′∗

 ∑
j∈{L,R}

α(j)(λ, ϕ′)


>(1− λ)m∗

ϕ′(α(L)∗(λ, ϕ′(R)∗(λ, ϕ′∗

 ∑
j∈{L,R}

α(j)(λ, ϕ′)

 ,

where m∗
ϕ is the ad revenue under parameter ϕ. Fixing λ, we can first check whether setting ϕ = 0

yields (α(L)∗, α(R)∗) = (0, 0), in which case we set ϕ∗(λ) = 0. Otherwise one can find the supremal value

ϕ∗ > 0 such that

m∗(α(L)∗(λ, ϕ∗), α(R)∗(λ, ϕ∗)) + P ∗

 ∑
j∈{L,R}

α(j)∗(λ, ϕ∗)

 > T − v (4)

which has a unique solution ϕ∗(λ) because the LHS is decreasing in ϕ, the RHS is constant, the function

m∗((α(L)∗(λ, 0), α(R)∗(λ, 0))) +P ∗
(∑

j∈{L,R} α
(j)∗(λ, 0)

)
> T − v by assumption, and when ϕ = 1/2, we

have m∗((α(L)∗(λ, 12), α
(R)∗(λ, 12))) + P ∗

(∑
j∈{L,R} α

(j)∗(λ, 12)
)
< T − v given that the maximal transfer

from the firm satisfies m∗((α(L)∗(λ, 12), α
(R)∗(λ, 12))) = 0 and P ∗

(∑
j∈{L,R} α

(j)∗(λ, 12)
)
< T − v unless

α(L∗) = α(R∗) = 0. We thus have the desired result, that for ϕ > ϕ∗(λ), the platform offers a fully

subscription-based model whereas when ϕ < ϕ∗(λ), the platform offers at least some advertising α∗ =

α(L)∗ + α(R)∗ > 0, by construction of ϕ∗.

Second, it remains to show that ϕ∗(λ) is decreasing in λ. As in the proof of Proposition 7 of Ace-

moglu, Huttenlocher, Ozdaglar, and Siderius (2024), we know that m∗((α(L)∗(λ, ϕ∗), α(R)∗(λ, ϕ∗))) is

decreasing in λ, so the expression (1− λ)m∗((α(L)∗(λ, ϕ∗), α(R)∗(λ, ϕ∗))) is decreasing in λ, and the LHS
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of equation (4) is decreasing in λ (by the same reasoning as the chain of inequalities for ϕ). Thus for

higher values of λ, the subscription model becomes more viable for the platform, which in turn implies

that ϕ∗(λ) decreases in λ.

Finally, we argue that the advertising loads are symmetric in equilibrium. To see this, consider the

map ψ : [0, 1] → [0, 1] that maps left-wing advertiser’s load, α(L), to advertising load of the right-wing

party, α(R), that would maximize the gains for the right-wing party from advertising. Generically, this

map is well-defined (there is a single global maximum, see Ott and Yorke (2005)), continuous and maps

a convex set onto itself, and thus by Brouwer’s theorem has a fixed point ψ(α∗/2) = α∗/2 for some total

advertising load α∗ > 0. By symmetry, when the right-wing party is advertising at α∗/2, it is also a best

response for the left-wing party to advertise at α∗/2. Thus, the proposed contract from the platform to

the firm in equilibrium involves (α(L)∗, α(R)∗) = (α∗/2, α∗/2).

Proof of Proposition 5.2. Part (i) follows immediately from noting that the electorate has H̃ = H

under a fully subscription-based model, and so the extremal anti-symmetric Nash equilibrium does

not change from (x∗L, x
∗
R).

For part (ii), we use Lemma A.3 in Acemoglu, Ozdaglar, and Siderius (2024) to show that for every

bi > 1/2, there exists ϵi > 0 such that h̃(bi) ≥ h(bi−ϵi), and similarly for every bi < 1/2, there exists ϵi > 0

such that h̃(bi) ≥ h(bi+ϵi). For the former, this corresponds to some 1
2 < b′i < bi where b′i+ϵ

′
i = bi under

H̃ , and note that there may exist other b′′i ’s such that b′′i +ϵ
′′
i = bi (hence, the inequality, h̃(b) ≥ h(bi−ϵi)).

For the latter, analogously we have that this corresponds to bi < b′i <
1
2 , where bi = b′i− ϵ′i under H̃ , and

note that there may exist other b′′i ’s such that bi = b′′i − ϵ′′i (hence, the inequality h̃(b) ≥ h(b+ ϵi)). Under

the advertising-based model, with probability 1− e−α∗T agents receive a signal si ∈ {L,R} with equal

probability and update their beliefs as follows:

b̃i =


(1−ϕ)bi

(1−ϕ)bi+ϕ(1−bi)
, if m = R

ϕbi
ϕbi+(1−ϕ)(1−bi)

, if m = L,

whereas with probability e−α∗T agents receive no signal and leave their beliefs unchanged, b̃i = bi.

Note then that for b̃i > 1/2, we have that

h̃(b̃i) = (1− e−α∗T )

(
1

2
h

(
ϕb̃i

(1− b̃i) + ϕ(2b̃i − 1)

)
+

1

2
h

(
(1− ϕ)b̃i

ϕ+ b̃i − 2b̃iϕ

))
+ e−α∗Th(b̃i) ≥ h(b̃i − ϵ̃i)

for ϵ̃i < b̃i − 1
2 , by virtue of ϕ ∈ [0, 1/2] and convexity of h. To see this, notice that

(1− e−α∗T )

2

ϕb̃i

(1− b̃i) + ϕ(2b̃i − 1)
+

(1− e−α∗T )

2

(1− ϕ)b̃i

ϕ+ b̃i − 2b̃iϕ
+ e−α∗T b̃i < b̃i,

by the same reasoning as that of Lemma 2 in Acemoglu, Huttenlocher, Ozdaglar, and Siderius (2024),

where the naı̈ve users drift more toward the extremes, so tend to come from less extreme positions to
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begin with. Similarly for agents with b̃i > 1/2, we can leverage the related fact that

h̃(b̃i) = (1− e−α∗T )

(
1

2
h

(
ϕb̃i

(1− b̃i) + ϕ(2b̃i − 1)

)
+

1

2
h

(
(1− ϕ)b̃i

ϕ+ b̃i − 2b̃iϕ

))
+ e−α∗Th(b̃i) ≥ h(b̃i + ϵ̃i)

for ϵ̃i > 1
2− b̃i, by virtue of ϕ ∈ [0, 1/2] and convexity of h. This establishes that H̃ ≻ H , and the resulting

anti-symmetric Nash equilibrium shift follows exactly from Lemma 1(ii).

Proof of Corollary 5.1. Given λ > 1/2, and HN and HS do not have overlapping support, we see

that the sophisticates always make up the distribution H−1(α) = H̃−1(α) for all α ∈ (1/4, 3/4), and

do not change their beliefs in response to digital political ads. Conversely, by Proposition 5.1(ii), we

see that H̃N ≻ HN when ϕ < ϕ∗(λ) and the platform adopts an advertising-based business model.

Consequently, H̃ ≻ H , so applying Lemma 1(ii) we see that the political parties become more polarized

in response to increased polarization of the naı̈fs.

Proof of Proposition 5.3. Recall the utility of the dominant party R is given by

UR = R ·
∫ 1

0

exp(−(β − x∗R)
2)

exp(−(β − x∗R)
2) + exp(−(β − x∗L)

2)
h(β;α) dβ − (x∗R − x̂R)

2,

where the belief distribution h(β;α) depends on the advertising α from the dominant party. From

advertising, the party improves the first part of its payoff by at most ∂
∂αR(1 − χ∗

R)(1 − λ)(1 − e−αT ) =

Rα(1− λ)(1− χ∗
R)e

−αT , which comes from assuming the remaining 1− χR share who would not vote

for party R, would necessarily then vote for party R conditional on viewing a political ad in favor of R

(which is a stronger outcome than the political ad would have). Thus, we get the upper bound

∂

∂α
R
∫ 1

0

exp(−(β − x∗R)
2)

exp(−(β − x∗R)
2) + exp(−(β − x∗L)

2)
h(β;α) dβ ≤ Rα(1− λ)(1−χ∗

R)e
−αT ≤ Rα(1− λ)(1−χ∗

R)

Moreover, it is easy to see that ∂x∗R/∂α > 0 from Lemma A.1(ii), which decreases the second part of the

payoff to party j under the assumption that x̂R < x∗R.

Thus, for any positive amount of advertising α∗ > 0, the party is willing to compensate the firm

at most Rα∗(1 − λ)(1 − χ∗
R), but the platform takes a loss in subscription revenue of α∗T , for which

it must be compensated for it to be willing to offer an advertising-based plan. Setting χ̄ > 1 − T
R

achieves the desired result for all values of λ ∈ [0, 1] (and ϕ ∈ [0, 1/2]) where the platform opts for a

subscription-based business model. Consequently, H̃ = H and the set of Nash equilibria (which exist

by Lemma A.1(i)) are the same both with and without the potential for political ads, given a dominant

party.

Proof of Proposition 6.1. Before the diversification standard, an agent with prior belief [0, b] receives an

article m = L of reliability r ∈ (r1, r2) with probability 1 and receives an article m = R of the same

reliability with probability 0. Similarly, an agent with prior belief [1 − b, 1] receives an article m = L

of reliability r ∈ (r1, r2) with probability 0 and receives an article m = R of the same reliability with

probability 1.
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By the proof of Proposition 7 in Acemoglu, Ozdaglar, and Siderius (2024), the platform chooses a P

that is still an island network structure but satisfies the diversification standard ps/pd ≤ γ. In particular,

this implies that an agent with prior belief [0, b] receives an article m = L of reliability r ∈ (r1, r2) with

probability ζ < 1 and receives an article m = L of the same reliability with probability ξ > 0. At the

same time an agent with prior belief [1 − b, 1] receives an article m = L of reliability r with probability

ξ > 0 and receives an article m = R of the same reliability with probability ζ < 1.

Notice that agent with prior belief bi < b updates their posterior under the new diversification

standard according to:

b̃i =


b̃i,with probability ζ(1− ξ)

bi, with probability (1− ζ)(1− ξ) + ζξ

˜̄bi,with probability (1− ζ)ξ

where b̃i is the belief from Proposition 4.3 for a left-wing agent and ˜̄bi <
1
2 for r̄ sufficiently small.

Similarly, notice that for an agent with prior belief bi > b̄, she updates her posterior under the new

diversification standard according to:

b̃i =


˜̄bi,with probability ζ(1− ξ)

bi, with probability (1− ζ)(1− ξ) + ζξ

b̃i, with probability (1− ζ)ξ

where ˜̄bi is the belief from Proposition 4.3 for a right-wing agent and b̃i >
1
2 for r̄ sufficiently small. It

is clear that H̃ ≺ H as a result of the diversification standard, so by Lemma 1(ii), we know that both

political party positions moderate in response to the standard.

Proof of Proposition 6.2. Similar to the proof of Proposition 14 in Acemoglu, Huttenlocher, Ozdaglar,

and Siderius (2024), the maximal revenue the platform can collect from the firms (and specifically from

the naı̈fs) is given by m∗(α(L), α(R)) ≤ Lλ(α
(L) + α(R)) for some constant Lλ > 0. The total advertising

revenue is thus bounded above (1 − λ)Lλ(α
(L) + α(R)), but the loss in subscription revenue from the

platform from advertising is (α(L) + α(R))T . For λ̄ = 1 − T/Lλ, if λ′ > λ̄, then the platform opts for

a fully subscription-based business model instead, with the sophisticated users protecting the naı̈ve

ones from an ad-based plan that fails to generate sufficient revenue to compensate for the loss in

subscription. This leads posterior beliefs to equal H̄ = H ≺ H̃ , which by Lemma 1(ii) moderates the

positions of the political parties (undoing the effect identified in Proposition 5.2(ii)).

Likewise, the maximal revenue the platform can collect from the firms (and specifically from the

naı̈fs) is given bym∗(α(L), α(R)) ≤ Lϕ(
1
2−ϕ)(α

(L)+α(R)) for some constantLϕ > 0, as we did in the proof

of Proposition 14 in Acemoglu, Huttenlocher, Ozdaglar, and Siderius (2024). To see this, one can just let

Lϕ to be defined as the maximal change in advertising revenue following a decrease in the technology

ϕ, i.e., Lϕ = maxϕ∈[0,1/2] |∂m∗(α(L)∗(ϕ, λ), α(R)∗(ϕ, λ))/∂ϕ| < R. For ϕ̄ = 1
2 − T/Lϕ, if ϕ′ > ϕ̄, then the

platform opts for a fully subscription-based business model instead, leading to the same effect as with

λ′ > λ̄, following from Lemma 1(ii).
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Hobbs, Renee, Igor Kanižaj, and Luis Pereira (2019), “Digital literacy and propaganda.” Media Studies,

10, 1–7.

Hotelling, Habold (1929), “Stability in competition.” The economic journal, 39, 41–57.

Hristakieva, Kristina, Stefano Cresci, Giovanni Da San Martino, Mauro Conti, and Preslav Nakov (2022),

“The spread of propaganda by coordinated communities on social media.” In Proceedings of the 14th

ACM Web Science Conference 2022, 191–201.

Hruska, Jan and Petra Maresova (2020), “Use of social media platforms among adults in the united

states—behavior on social media.” Societies, 10, 27.

34



Hudders, Liselot, Eva A Van Reijmersdal, and Karolien Poels (2019), “Digital advertising and consumer

empowerment.” Cyberpsychology: Journal of Psychosocial Research on Cyberspace, 13.

Huerta, EA, Ben Blaiszik, L Catherine Brinson, Kristofer E Bouchard, Daniel Diaz, Caterina Doglioni,

Javier M Duarte, Murali Emani, Ian Foster, Geoffrey Fox, et al. (2023), “Fair for ai: An interdisciplinary

and international community building perspective.” Scientific data, 10, 487.

Kemp, Simon (2020), “Digital 2020: Global digital overview.”

Langguth, Johannes, Konstantin Pogorelov, Stefan Brenner, Petra Filkuková, and Daniel Thilo
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