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Artificial intelligence (AI) is set to influence every aspect of our lives, not least the way pro-
duction is organised. AI, as a technology platform, can automate tasks previously performed 
by labour or create new tasks and activities in which humans can be productively employed. 
Recent technological change has been biased towards automation, with insufficient focus 
on creating new tasks where labour can be productively employed. The consequences of 
this choice have been stagnating labour demand, declining labour share in national income, 
rising inequality and lowering productivity growth. The current tendency is to develop AI in 
the direction of further automation, but this might mean missing out on the promise of the 
‘right’ kind of AI, with better economic and social outcomes.
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Artificial intelligence (AI) is one of the most 
promising technologies currently being de-
veloped and deployed. Broadly speaking, AI 
refers to the study and development of “intel-
ligent (machine) agents”, which are machines, 
softwares or algorithms that act intelligently 
by recognising and responding to their envir-
onment.1 There is a lot of excitement, some 
hype and a fair bit of apprehension about 
what AI will mean for our security, society 
and economy. But a critical question has been 
largely overlooked: are we investing in the 
“right” type of AI, the kind with the greatest po-
tential for raising productivity and generating 
broad-based prosperity? We do not have a de-
finitive answer right now—nobody does. But 
this is the right time to ask this question while 

we can still shape the direction of AI research 
and the future of work.

AI as a technology platform

Human (or natural) intelligence comprises sev-
eral different types of mental activities. These 
include simple computation, data processing, 
pattern recognition, prediction, various types of 
problem solving, judgment, creativity, and com-
munication. Early AI, pioneered in the 1950s by 
researchers from computer science, psychology 
and economics, such as Marvin Minsky, Seymour 
Papert, John McCarthy, Herbert Simon and 
Allen Newell, sought to develop machine intel-
ligence capable of performing all of these dif-
ferent types of mental activities.2 The goal was 
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nothing short of creating truly intelligent ma-
chines. Herbert Simon and Allen Newell, for 
example, claimed in 1958 “there are now in the 
world machines that think, that learn and that 
create. Moreover, their ability to do these things 
is going to increase rapidly until—in a visible 
future—the range of problems they can handle 
will be coextensive with the range to which the 
human mind has been applied.”3

These ambitious goals were soon dashed. AI 
came back into fashion in the 1990s, but with 
a different and more modest ambition: to rep-
licate and then improve upon human intelli-
gence in pattern recognition and prediction 
(pre-AI computers were already better than 
humans in computation and data processing). 
Many decision problems and activities we rou-
tinely engage in can be viewed as examples 
of pattern recognition and prediction. These 
include recognising faces (from visual data), 
recognising speech (from auditory data), rec-
ognising abstract patterns in data we are pre-
sented with, and making decisions on the 
basis of past experience and current informa-
tion. Though there are researchers working on 
“Artificial General Intelligence”, much of the 
research and almost all commercial applica-
tions of AI are in these more modest domains 
referred to as “Narrow AI”—even if the rele-
vant applications are numerous and varied. The 
big breakthroughs and the renewed excitement 
in AI are coming from advances in hardware 
and algorithms that enable the processing and 
analysis of vast amounts of unstructured data 
(for example, speech data that cannot be repre-
sented in the usual structured ways, such as in 
simple, Excel-like databases). Central to this re-
naissance of AI have been methods of machine 
learning (which are the statistical techniques 
that enable computers and algorithms to learn, 
predict and perform tasks from large amounts 
of data without being explicitly programmed) 
and what is called “deep learning” (algorithms 
that use multi-layered programs, such as neural 
nets, for improved machine learning, statistical 
inference and optimisation).

Even if we focus on its narrow version, AI 
should be thought of as a technology plat-
form—there are many ways AI technology can 
be developed as a commercial or production 
technology, with widely varying applications. 
This matters greatly because it implies that the 
economic and social consequences of AI tech-
nologies are not preordained but depend on 
how we decide to advance and build on this 
platform. To some degree, this is true of all clus-
ters of technologies, but it is more emphatically 
so for AI.4 To see this, contrast it with a related 
but distinct new technology, robotics. Robotics 
often makes use of AI and other digital tech-
nologies for processing data, but is distin-
guished from other digital technologies by its 
focus on interacting with the physical world 
(moving around, transforming, rearranging or 
joining objects). Industrial robots are already 
widespread in many manufacturing industries 
and in some retail and wholesale establish-
ments. But their economic use is quite specific, 
and centres on automation of narrow tasks, that 
is, substituting machines for certain specific ac-
tivities and functions previously performed by 
humans.5

Implications of technology for work 
and labour

How do new technologies impact the nature of 
production and work? Employment and wages 
of different types of workers? The standard 
approach, both in popular discussions and in 
academic writings, presumes that any advance 
that increases productivity (value added per 
worker) also tends to raise the demand for 
labour, and thus employment and wages. Of 
course, technological progress might lead to 
job loss in some sectors. But even when that 
happens, the standard narrative goes, other sec-
tors will expand and contribute to overall em-
ployment and wage growth. Moreover, even if 
technological progress benefits some workers 
more than others and increases inequality, the 
standard approach still predicts that it will 
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tend to raise the labour demand for all types 
of workers.6

This view is critically underpinned by the 
way in which the economic impact of new tech-
nology is conceptualised—as enabling labour 
to become more productive in pretty much all 
of the activities and tasks that it performs. Yet, 
this not only lacks descriptive realism (what 
technology makes labour uniformly more pro-
ductive in everything?), but may paint an ex-
cessively rosy picture of the implications of new 
technologies. Indeed, in such a world Luddites’ 
concerns about the disruptive and job displacing 
implications of technology would be misplaced, 
and they would have smashed all of those ma-
chines in vain.

The reality of technological change is rather 
different. Many new technologies—those we 
call automation technologies—are not intended 
to increase labour’s productivity, but are ex-
plicitly aimed at replacing it by substituting 
cheaper capital (machines) in a range of tasks 
performed by humans.7 As a result, automa-
tion technologies, by displacing workers from 
the tasks they were previously performing, al-
ways reduce the labour’s share in value added. 
Put differently, these technologies raise prod-
uctivity by more than wages and employment. 
They may even reduce overall labour demand 
(and thus reduce wages, employment or both). 
Whether they reduce overall labour demand 
turns on the strength of the productivity effect 
that they create compared with their direct 
displacement effect. The productivity effect is 
simple to understand: automation technologies 
typically reduce costs and as costs decline, firms 
have an incentive to expand output, which in-
creases the demand for labour coming from 
non-automated tasks. Equally, lower costs for 
automated products increase the demand for 
other complementary products, still produced 
with labour-intensive methods.8

A first conclusion from this conceptual 
framework is therefore that automation tech-
nologies always reduce the labour share relative 
to capital (and other factors), and may or may 

not reduce overall labour demand. A  second 
conclusion is that whether they reduce overall 
labour demand depends on the strength of the 
productivity effect.

This last observation has important implica-
tions: contrary to popular claims that the future 
of labour is threatened by “brilliant” new tech-
nologies, the greater danger for labour comes 
from technology that is not raising productivity 
sufficiently. In particular, if new automation 
technologies are not great but just “so-so” (just 
good enough to be adopted but not so much 
more productive than the labour they are re-
placing), there is a double jeopardy for labour—
there is a displacement effect, taking passed 
away from labour, but no powerful productivity 
gains redressing some of the decline in labour 
demand generated by the displacement effects.

Is this far-fetched? Not really. We have previ-
ously studied the implications of one of the most 
important automation technologies, industrial 
robots.9 Industrial robots are not technologies 
aimed at increasing labour’s productivity but 
are designed to automate tasks that were previ-
ously performed by production workers on the 
factory floor. The evidence is fairly clear that 
industries where more industrial robots are 
introduced experience declines in labour de-
mand (especially for production workers) and 
sizable falls in their labour share. More import-
antly, local labour markets more exposed to in-
dustrial robots, such as Detroit MI or Defiance 
OH, have significantly lower employment and 
wage growth. Furthermore, the declines in 
wages and employment fell much more heavily 
on workers from the lower half of the earnings 
distribution and those with less than a college 
degree, thus exacerbating inequality. All of this 
is despite the fact that industry-level data also 
suggest productivity gains from robots.10

Automation in general and robots in par-
ticular also increase inequality through two 
distinct channels. First, by reducing the labour 
share, automation increases the relative in-
comes of capital owners who tend to be richer 
than those relying on labour income. Second, 
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currently automated tasks typically employ 
low-skill or medium-skill workers, and declines 
in their employment and wages tend to con-
tribute to inequality. In the case of industrial 
robots, both of these channels appear to have 
contributed to greater inequality.11

Automation and new tasks in history

Automation is not a recent phenomenon. Many 
important breakthroughs in the history of tech-
nology have centred around automation. Most 
notably, the spectacular advances in the early 
stages of the Industrial Revolution in Britain 
were aimed at automating weaving and spinning, 
and the focus then shifted to the factory floors 
of other industries.12 Other prominent examples 
of automation are the mechanisation of agri-
culture and the interchangeable parts system of 
American manufacturing (for skilled workers).

But if automation tends to reduce the labour 
share and has mixed effects on labour demand, 
why did the labour share remain roughly constant 
and productivity growth go hand-in-hand with 
commensurate wage growth over the last two 
centuries? To understand this relationship, we 
need to recognise different types of techno-
logical advances contributing to productivity 
growth. Historically, as automation technologies 
were being introduced, other technological ad-
vances simultaneously reorganised production, 
invented new products and created new tasks 
in which labour had a competitive advantage. 
These developments generated new activities 
for labour—tasks in which human labour could 
be reinstated into the production process—and 
robustly contributed to productivity growth as 
new tasks improved the division of labour.13 The 
episode of agricultural mechanisation, which 
started in the second half of the 19th century, 
vividly illustrates this pattern. Though mechan-
isation reduced the labour share and employ-
ment in agriculture, overall labour demand rose 
because a range of new tasks were introduced 
in both manufacturing and services. In fact, this 
period witnessed not only the rise of clerical 

occupations but also a range of more specialised 
blue-collar and white-collar jobs that increased 
productivity, the demand for labour and the 
labour share in manufacturing and services.14 
Occupations featuring new tasks have been at 
the forefront of employment growth in the US 
economy in the post-war era as well.15

This perspective then suggests a different re-
interpretation of the history of technology and 
a different way of thinking about the future of 
work—as a race between automation and new, 
labour-intensive tasks. Labour demand has not 
increased steadily over the last two centuries 
because of technologies that have made la-
bour more productive in everything. Rather, 
many new technologies have sought to elim-
inate labour from tasks in which it previously 
specialised. All the same, labour has benefited 
from advances in technology because other 
technologies have simultaneously enabled the 
introduction of new labour-intensive tasks. 
These new tasks have done more than just re-
instate labour as a central input into the pro-
duction process; they have also played a vital 
role in productivity growth.

Viewed from this perspective, employment 
and wage growth have been disappointing over 
the last two decades partly because product-
ivity growth has been weak, and even more 
importantly because new tasks have failed to 
materialise.16 The future of work will be much 
brighter if we can mobilise more of the tech-
nologies that increase labour demand and en-
sure vigorous productivity growth.

Varieties of AI

This perspective provides a new way of thinking 
about the economic opportunities and chal-
lenges posed by AI. Most AI researchers and 
economists studying its consequences view it as 
a way of automating yet more tasks. No doubt, 
AI has this capability, and most of its appli-
cations to date have been of this mould—for 
example, image recognition, speech recogni-
tion, translation, accounting, recommendation 
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systems and customer support. But we do not 
need to accept this as the primary way that AI 
can be and indeed ought to be used.

First, if all we do is continue down the path of 
automation, with no counterbalancing innov-
ations to generate new tasks, the implications 
for employment, wages and inequality could be 
depressing. It will not be the end of work any-
time soon,17 but the trend towards lower labour 
share, greater inequality and anaemic growth in 
labour demand will continue—with potentially 
disastrous consequences for income inequality 
and social cohesion.

Second, as we go deeper and deeper into 
AI-based automation, we are moving into 
areas in which human labour is quite good (for  
example think of image and speech recogni-
tion or hand–eye coordination), and machine 
productivity, at least to start with, is not always 
impressive, to say the least. Automation tech-
nologies aimed at substituting machines for hu-
mans in these tasks are thus likely to be of the 
so-so kind. As a result, we cannot even count on 
powerful productivity gains to increase our living 
standards and contribute to labour demand.

But it does not have to be this way. Since AI 
is not just a narrow set of technologies with 
specific, pre-determined applications and func-
tionalities but a technology platform, it can be 
deployed for much more than automation; it can 
be used to restructure the production process in 
a way that creates many new, high-productivity 
tasks for labour. If this type of “reinstating AI” 
is a possibility, there would be potentially large 
societal gains both in terms of improved prod-
uctivity and greater labour demand (which will 
not only create more inclusive growth but also 
avoid the social problems spawned by jobless-
ness and wage declines).

Consider a few examples of how AI applica-
tions can create new tasks for labour.

 • Education: Education is one of the areas 
with the least AI penetration. That may 
be partly because automation is not an at-
tractive or even feasible option for most of 

the core tasks in education. But using AI to 
create new tasks would be a different way of 
productively deploying this new technology 
platform. Consider, for example, classroom 
teaching. This has not changed for over 
200  years. A  teacher teaches to the whole 
class, even if he or she or an aide may oc-
casionally engage in one-on-one instruction 
or provide help for some subset of students. 
There is evidence, however, suggesting that 
many students have different “learning 
styles”, and what works for one student may 
not work for another, and even what works 
for one student in one subject will not work 
for him or her in every subject.18

At the moment, individualised teaching, tar-
geted and adapted to each student or for small 
subsets of students, is impossible, and not just 
because the resources in terms of teacher time 
and skill are lacking. It is mostly because nobody 
has (and cannot easily acquire and process the 
information) to determine a student’s optimal 
learning style in a specific subject or topic. AI 
can change this. AI software can be designed 
to collect and process in real-time data about 
the specific reactions, difficulties and successes 
students have in different subject areas, espe-
cially when taught in different styles, and then 
make recommendations for improved individu-
alised teaching. The potential improvements 
in terms of educational productivity could be 
quite large (we just do not know). Societal 
benefits could exceed these direct benefits as 
AI-powered teaching methods may do better in 
terms of providing students with skills that will 
be more valued in future labour markets (ra-
ther than the more backward-looking curricula 
and teaching emphasis currently prevailing in 
schools). Developing and deploying such tech-
nologies would increase the demand for human 
labour in teaching as well—we would need 
more teachers with diverse skills to do the in-
dividualised teaching, even with help from AI 
software and other technologies.
 • Healthcare: The situation in healthcare 

is similar. Though there has been more 
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effort to introduce digital technologies into 
healthcare, the focus has not been on cre-
ating tasks in which humans can be product-
ively employed (in fact, some of the uses of 
AI, for example, in radiology, are very much 
in the mould of automation). AI applications 
that collect and analyse information can sig-
nificantly empower nurses, technicians and 
other healthcare providers to offer a wider 
range of services and more real-time health 
advice, diagnosis and treatment. The bene-
fits in terms of greater labour demand and 
productivity are very similar to the educa-
tion case.

 • Augmented reality: The third area in which 
the use of AI can significantly change the 
production process in a way that may be fa-
vourable to labour is through augmented and 
virtual-reality technologies in manufacturing. 
Most advanced manufacturing technologies 
of the last three decades have focussed on 
automation. But companies such as Amazon 
and Tesla have discovered that automating 
all factory-floor and manual tasks is not 
economically rational because some tasks 
are still more productively performed by 
humans. One difficulty facing companies 
introducing industrial robots, however, is 
that these new technologies do not neces-
sarily integrate well with humans for at least 
two reasons. First, most robotics technology 
is cordoned off from workers because of 
safety concerns. Second, human work may 
not mesh with the degree of precision re-
quired by robotics technology. Augmented 
reality technologies—which use interactive 
interfaces in order to increase the ability 
of humans to perceive, monitor and con-
trol objects—might enable workers to work 
alongside machines and perform high preci-
sion production and integrated design tasks. 
This will not just help workers keep some 
of the tasks that might have otherwise been 
automated; it could also create new tasks in 
which humans, augmented by digital tech-
nology and sensors, can be employed and 

contribute to productivity.19

Notably, the examples of new tasks men-
tioned above go well beyond what are some-
times emphasised as “enablers” of AI—human 
tasks involved in training and monitoring 
new machines as they automate what the rest 
of us do. This is critical; work in just enabling 
AI is unlikely to generate sufficient new tasks 
and demand for human labour to undergird 
broad-based prosperity.

Why the wrong kind of AI?

If there are potentially productive and profit-
able uses of AI beyond simple automation, can 
we count on market forces and innovation by 
existing companies to take us there? Is there 
any reason to worry that AI applications with 
the promise of reinstating human labour will 
not be exploited and resources will continue to 
pour instead into the wrong kind of AI?

Economists tend to place great trust in the 
market’s ability to allocate resources in the 
most efficient way. But most experts recognise 
that the market’s star does not shine as brightly 
when it comes to innovation. There are sev-
eral reasons for market failures in innovation 
in general, as well as some specific reasons that 
are important in the context of AI.

 • Innovation creates externalities—not just 
the innovator, but also the workers who use 
the new technology, the firms that adopt it 
and, most importantly, other firms and re-
searchers building on it in the future will 
benefit from it. Markets do not do a good job 
in the presence of such externalities.

 • Markets struggle when there are alternative, 
competing technological paradigms. When 
one paradigm is ahead of the other, both re-
searchers and companies tend to follow that 
paradigm, even if an alternative could be 
more productive. Moreover, in such a situ-
ation, once the wrong paradigm pulls ahead, 
it may be very difficult to reverse this trend 
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and benefit from the possibilities offered by 
the alternative paradigm. To the extent that 
different approaches to AI constitute alter-
native, competing paradigms, our trust in the 
market mechanism getting it right should be 
even lower.20

 • To correct market failures in innovation, 
the US government has historically used 
public–private partnerships to encourage 
socially beneficial research. It has played an 
important role in many leading technolo-
gies, including the Internet, sensors, phar-
maceuticals, biotech and nanotechnology.21 
But more recently, the US government has 
been more frugal in its support for research 
and more timid in its determination to steer 
the direction of technological change. Part of 
this shift is due to the reduction in resources 
devoted to government support of innov-
ation and the increasingly dominant role 
of the private sector in setting the agenda 
in high-tech areas (can government offi-
cials and researchers meaningfully influence 
the direction of inventive activity in Silicon 
Valley?). This shift will further discourage 
research related to future promise (that is 
not immediately reflected in profitability) 
and other social objectives (such as reducing 
carbon emissions or, more relevant to this 
essay, the creation of employment opportun-
ities for a broad range of workers).

 • Innovation does not just respond to economic 
incentives. Several noneconomic rewards af-
fect what types of technologies attract the at-
tention and imagination of researchers. It is 
possible that the ecosystem around the most 
creative clusters in the United States, such as 
Silicon Valley, excessively rewards automa-
tion and pays insufficient attention to other 
uses of frontier technologies. This may be 
partly because of the values and interests of 
leading researchers (consider, for example, 
the ethos of companies like Tesla that have 
ceaselessly tried to automate everything). It 
is also partly because the prevailing business 
model and vision of the large tech companies, 

which are the source of most of the resources 
going into AI, have focussed on automation 
and removing the (fallible) human element 
from the production process. This last con-
sideration may have become even more crit-
ical as the vast resources of several leading 
companies are pouring into academia and 
shaping the teaching and research missions 
of leading universities. It is no surprise that 
the best minds in the current generation are 
gravitating towards computer science, AI 
and machine learning, but with a heavy em-
phasis on automation. An ecosystem that is 
biased would become much more stifling for 
the direction of technological change when 
it becomes all-encompassing.

 • There are also additional factors that may 
have distorted choices over what types of 
AI applications to develop. The first one 
is that if employment creation has a social 
value beyond what is in the GDP statistics 
(for instance, because employed people 
are happier and become better citizens, or 
because broad-based growth in labour de-
mand improves income inequality), this so-
cial value will be ignored by the market. The 
second is related to the tax policies adopted 
in the United States and other Western na-
tions, which subsidise capital and invest-
ment while taxing employment. This makes 
using machines instead of labour more prof-
itable, and these profits encourage not just 
automation but also automation research. 
Finally, and complementing these factors, to 
the extent that firms take into account the 
cost of labour (the wage rate), which tends 
to be higher than the social opportunity cost 
of labour because of imperfections in the 
labour market, they will have additional in-
centives for adopting and developing auto-
mation technologies beyond what is socially 
optimal.

 • Another set of factors blocking the path 
of novel AI applications reinstating labour 
is that these new technologies might need 
critical complementary inputs that are not 

D
ow

nloaded from
 https://academ

ic.oup.com
/cjres/advance-article-abstract/doi/10.1093/cjres/rsz022/5680462 by M

IT Libraries user on 19 D
ecem

ber 2019



Page 8 of 11

Acemoglu and Restrepo

forthcoming. Take the example of educa-
tion mentioned above. It is not only that 
developing AI to create new labour-intensive 
tasks in education is not viewed the frontier 
or one of the “cool” areas of research, say 
compared with facial recognition. It is also 
that complementary skills and resources to 
make this type of reinstating AI profitable 
may be missing completely. Educational ap-
plications of AI would necessitate new, more 
flexible skills from teachers (beyond what is 
available and what is being invested in now), 
and they would need additional resources to 
hire more teachers to work with these new 
AI technologies (after all, that is the point of 
the new technology, to create new tasks and 
additional demand for teachers). In the case 
of healthcare, limited resources are not the 
problem (the share of national income de-
voted to health is continuing to grow), but the 
requisite complementary changes are likely 
to be organisational. In fact, highlighting 
other barriers to the use of new technologies 
to create new tasks, the way that hospitals, 
insurance companies and the whole medical 
profession, as represented by the American 
Medical Association, is organised is likely to 
be in the way. If empowering, and increasing 
the productivity of, nurses and technicians 
is perceived to reduce the demand for the 
services of doctors or challenge the current 
business model of hospitals, it will be strenu-
ously resisted.

All in all, even though we currently lack de-
finitive evidence that research and corporate 
resources today are being excessively directed 
towards the “wrong” kind of AI, the market 
for innovation gives no compelling reason to 
expect an efficient balance between different 
types of AI. If at this critical juncture insuffi-
cient attention is devoted to inventing and cre-
ating demand for, rather than just replacing, 
labour, that would be the “wrong” kind of AI 
from the social and economic point of view. 

Rather than undergirding productivity growth, 
employment and shared prosperity, rampant 
automation would contribute to joblessness, 
anaemic growth and inequality.

Social causes and implications of 
the wrong kind of AI

Much has been written about the dangers that 
unregulated AI may pose in the hands of com-
panies or governments intent on monitoring 
and controlling behaviour or independence 
of actors wishing to spread disinformation.22 
Without taking away from the importance 
of these issues, this essay highlights other so-
cial aspects of this new set of technologies. We 
have already emphasised the negative social 
implications of automation in general and the 
wrong kind of AI focussing just on automating 
labour-intensive tasks because they tend to 
create loss of employment, wage declines or 
stagnation and greater inequality.

These effects would become even more costly 
to the extent that loss of employment oppor-
tunities, stagnant wages and rising inequality 
have adverse political implications. These im-
plications could include both mounting popular 
discontent that can sometimes fan the flames of 
disruptive populist movements,23 and growing 
economic dominance of certain individuals, 
corporations or segments of the business world, 
who can then gain disproportionate political 
influence or even political dominance.24 These 
political costs may need to be included in 
evaluating the broader desirability of different 
types of AI practices and policies.

The wrong kind of AI does not just have pol-
itical implications, but its continued dominance 
may have political causes as well. The wrong 
kind of AI, primarily focussing on automation, 
tends to generate benefits for a narrow part 
of society that is already rich and politically 
powerful, including highly skilled professionals 
and companies whose business model is centred 
on automation and data. If so, the influence of 
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these actors may further propagate the dom-
inant position of this type of AI. For example, 
corporations that reckon that their own market 
position and profits will be best served by AI 
targeted at large-scale automation and would be 
hurt by new AI technologies creating new tasks, 
wage growth and opportunities for competing 
firms may naturally lend their research and pol-
itical weight towards AI targeting automation. 
Whether this political channel has had any effect 
so far and may play more of a role in the future 
in the path of AI technologies is an interesting 
and important area for future inquiry.

Conclusion

AI is set to influence every aspect of our lives, 
not least the way production is organised in 
modern economies. But we should not assume 
that, left to its own devices, the right types of AI 
will be developed and implemented. Though 
many today worry about the security risks and 
other unforeseen (often non-economic) conse-
quences of AI, we have argued that there are 
prima facie reasons for worrying about the 
wrong kind of AI, from an economic point of 
view, becoming all the rage and the basis of 
future technological development. The con-
siderable promise of AI implies that we need 
to devote care and serious thought to its im-
plications and to the question of how best to 
develop this promising technology platform—
before it is too late.

Endnote

1 See Russell and Norvig (2009), Neapolitan and Jiang 
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the importance of new tasks. First, Acemoglu and 
Restrepo (2019) provide a decomposition sug-
gesting that labour-augmenting technologies have 
played a relatively minor role in the US economy 
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(related to changes in industry labour shares) and 
also because such technologies impact the la-
bour share only indirectly (working via the elas-
ticity of substitution between capital and labour). 
Second, the conceptual framework in Acemoglu 
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16 Acemoglu and Restrepo (2019).
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Singh and Ganimian (2019).
19 See Ong and Nee (2013), Kellner (2018) and https://
www.ge.com/reports/game-augmented-reality-
helping-factory-workers-become-productive/.
20 See Nelson and Winter (1977), Dosi (1982) and 
Acemoglu (2012).
21 Mazzucato (2015).
22 See, for example, Harari (2018), Lanier (2018), 
Pasquale (2015) and Zuboff (2019).
23 See Judis (2016) on the effects of economic hard-
ship and inequality on populism.
24 See, for example, Acemoglu and Robinson (2012) 
and Stiglitz (2012) on the political implications of 
economic inequality.
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